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ABSTRACT

Traditionally, market comparison requires identifying a peer group, which still poses unresolved
practical difficulties today. This research seeks to provide valuable insights into the practicality,
efficiency, and accuracy of machine learning in valuing a company. It employs a state-of-the-art
machine learning technique, Gradient Boosting Decision Trees (GBDT), to predict the valuation
multiple directly. A yearly dataset of U.S. public companies from 1980-2021 was used. The most
common multiples (EV/EBITDA, EV/EBIT, P/E, and EV /Sales) were tested. The performance
of GBDT was assessed against an industry-based method. GBDT consistently outperformed the
alternative method with an average 24 percentage point decrease in the median average percentage
error. The results support GBDT’s potential as a supplementary tool in valuation practice.
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1 INTRODUCTION

The corporate value is the current net value
of future payoffs, such as dividends or free
cash flows. There are two principal strategies
to approach the uncertainty of estimating a
company’s future payoffs. In a direct valuation,
an appraiser estimates the future payoffs ex-
plicitly and in absolute terms, as opposed to a
relative valuation, where the payoffs are derived
from comparable firms in the capital market.

In practice, the market comparison method
is widely utilised due to its straightforward
applicability, interpretability, and speed by
which a valuation can be completed (Plenborg
and Pimentel, 2016). A global survey performed
by Pinto et al. (2019) among equity analysts
demonstrated that most respondents (93%)
use market comparison during the valuation
process.
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The basic concept of the market comparison
method comes down to the law of one price
(Knudsen et al., 2017). In an efficient market,
comparable firms (substitutes on the financial
market) are expected to be priced similarly.
Typically, market comparison involves four
steps. First, a peer group with known firm
values is selected. Second, a measure driving the
value of the subject firm is identified (typically
an accounting measure such as earnings, book
value, or revenues). Third, a valuation multiple
is built using the peer group from step one,
with the firm value as the numerator and the
value driver as the denominator. Finally, the
valuation multiple is applied to the subject
company’s value driver to determine its firm
value. This paper specifically focuses on how
the benchmark is selected (steps one and three
of the market comparison method), which is
generally regarded as the critical aspect of the
implementation (Plenborg and Pimentel, 2016).

Machine learning applications have gained
prominence in various areas, including cor-
porate finance (Sellhorn, 2020). Traditional
methods often fail in performance compared to
innovative machine learning applications (Ding
et al., 2019; Alanis, 2022; Geertsema and Lu,
2023). The reason lies in the complexity, mul-
ticollinearity, and non-linearity of the financial
relationships, making it challenging to capture
the interactions using classical statistical mod-
els. On the contrary, the ability to handle
such data is the advantage of machine learning.
It benefits from a growing amount of data

serving as input to models and advancements
in computational techniques that facilitate the
rapid development of machine learning and
artificial intelligence models.

In this context, this study aims to explore the
potential of state-of-the-art machine learning
in enhancing market comparison valuations
from the practitioners’ point of view. For
this objective, it applies a gradient boost-
ing decision tree model to predict the most
common valuation multiples (price-to-earnings,
enterprise-value-to-EBIT, enterprise-value-to-
EBITDA and enterprise-value-to-sales), broad-
ly following the method by Geertsema and
Lu (2023), who, however, primarily predicted
a different set of valuation multiples, among
other methodological differences. To investigate
the superiority of machine learning prediction,
the outcome is compared and interpreted in
relation to an alternative model represented by
the industry mean multiple in terms of the
accuracy measured by error rates, R-squared
and correlation, and the importance of input
variables. The structure of this article is as
follows. Section 2 presents an overview of
the prior literature on the market comparison
method and a brief theoretical introduction
to the machine learning technique. Section 3
details the proposed research design and data
used for the analysis. Section 4 summarises
and discusses the results. Finally, Section 5
concludes with the study’s key findings and
discusses the contribution of this research com-
pared to Geertsema and Lu (2023).

2 THEORETICAL FRAMEWORK

2.1 Market Comparison Method

In theory, it is generally accepted that the
subject company and its peer group are com-
parable when their value drivers, especially
profitability, risk, and growth rate, are alike
(Damodaran, 2002). However, there is no con-
sensus on how to ensure this in practice. Plen-
borg and Pimentel (2016) differentiated three
approaches to peer group selection: (i) industry-
based, (ii) fundamental, and (iii) innovative
approaches.

The prevailing practice is that the peer group
is often selected solely based on affiliation to
the same industry. Previous academic research
has accepted the industry-based approach to
selecting comparable companies (Alford, 1992;
Cheng and McNamara, 2000; Liu et al., 2002;
and in terms of the presented performance
of the alternative models also Geertsema and
Lu, 2023) advocating that industry affiliation
means sharing similar market characteristics
and thus the expected future performance.
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Representatives of the fundamental approach
argue that sharing similar market character-
istics does not stipulate comparability of eco-
nomic fundamentals (Bhojraj and Lee, 2002;
An et al., 2010). They point out limitations
of the industry classification, such as the lack
of a universal classification system. Bhojraj et
al. (2003) conducted a study comparing four
different established industry classification sys-
tems: SIC (Standard Industrial Classification),
NAICS (North American Industry Classifica-
tion System), GICS (Global Industry Classi-
fication Standard), and the Fama and French
classification. Based on their research, the
GICS classification provided the most accurate
explanation of the cross-sectional variability in
valuation multiples and other financial indica-
tors (Bhojraj et al., 2003). Additionally, they
highlight that the GICS matches the different
classification systems only 56% of the time,
increasing the importance of choosing the in-
dustry classification system. Another reason for
the potential inaccuracy of traditional industry
classification systems is that new business areas
are created during the dynamic development
of the economy (Hoberg and Phillips, 2010,
2016).

On the other hand, a handpicked peer group
based on shared fundamentals increases the
risks of potential bias in peer selection, as
demonstrated by the research of De Franco et
al. (2015). Therefore, researchers attempted to
develop a systematic technique to mitigate the
subjective judgment needed for the fundamen-
tal approach — such as the warranted multiple
by Bhojraj and Lee (2002); and An et al. (2010)
or the sum of rank differences by Knudsen et al.
(2017). These techniques are primarily based on
statistical methods, which usually require the
input data to have specific statistical properties
(such as homoscedasticity), which financial data
often do not fulfil. Moreover, with an increasing
number of (independently distributed) funda-
mentals considered for selection, the size of the
intersection of the most comparable firms in all
fundamentals decreases rapidly (Alford, 1992).

The third approach is a mix of innovative
techniques, such as using the co-searches on
the EDGAR website by the U.S. Securities and

Exchange Commission by Lee et al. (2015) or
the similarity of business descriptions in annual
reports analysed by Hoberg and Phillips (2010,
2016) with the use of machine learning. Gen-
erally, these approaches profit from big data
availability and attempt to offer an objective
peer group selection process.

2.2 Machine Learning Approach

Machine learning (ML) encompasses mathe-
matical algorithms at the intersection of ar-
tificial intelligence and statistical models. ML
detects patterns in structured and unstruc-
tured input data without being a priori given
hypotheses about these mutual relationships
(thus, a non-parametric model). Generally,
these algorithms are used for clustering and
dimensionality reduction on one hand (unsu-
pervised ML) and for regression and classi-
fication tasks on the other hand (supervised
ML). Predicting the valuation multiple is a
regression task since the aim is to predict a
continuous variable (target). Machine learning
algorithms are data-driven models. Thus, they
are distribution-free and do not require impos-
ing any statistical properties on the input data,
which is a significant benefit over any funda-
mental approach to peer group selection using
statistical tools while maintaining objectivity.
There is a growing body of machine learning
applications in finance (Sellhorn, 2020), with
many demonstrating excellent results.

In the market comparison method, emerg-
ing machine learning applications can achieve
the needed trade-off between objectivity and
flexibility due to their non-parametric nature.
Our research references the work by Ding et al.
(2019), Alanis (2022), and Geertsema and Lu
(2023). Ding et al. (2019) tested ML on peer
group selection to detect financial anomalies,
and Alanis (2022) used it for regression of
the beta factor, bypassing peer group selection.
Both studies demonstrate the superiority of
the machine learning approach to the industry-
based approach. From a current point of view,
the particular machine learning method they
used — supported vector machine and random
forest in Ding et al. (2019) and Alanis (2022),
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respectively — are somewhat overshadowed by
more recent methods, particularly the Gradient
boosting decision tree (GBDT) used by Geert-
sema and Lu (2023) to predict the valuation
multiple for market comparison valuation and
peer group identification.

GBDT is an ensemble model of decision trees
widely used in many machine learning tasks.
An ensemble model refers to a technique which
builds and combines numerous simple models,
sometimes called weak-learners (James et al.,
2023), to achieve superior prediction accuracy
compared to a single complex model. In the case
of GBDT, the weak-learner models are single
decision trees, and the particular ensemble
technique is gradient boosting.

A decision tree is a hierarchical model that
employs recursive binary splitting, well-suited
to capturing complex and non-linear relation-
ships within the data (James et al., 2023). At
each decision node, where the tree branches
divide, the target data are divided into two
subsets to maximise homogeneity within each
subset. This division is based on a selected input
variable and its threshold value, leading to the
highest homogeneity at each split.

Gradient boosting means that for each itera-
tion, a new weak-learner (a single decision tree)
is sequentially added to the existing ensemble of
trees in a way that minimises the residual error
(also called the negative gradient, hence the
name of the model) of the previous iterations
of the ensemble (James et al., 2023). In doing
so, GBDT uses information from the previously
grown trees and gradually learns the patterns in
the input data with a lower tendency to learn
the ‘noise’ among the data provided for learning
(risk of overfitting). Each iteration is only
responsible for an incremental improvement;
that is, not even the last iteration of the weak-
learner would represent the whole model.

The key benefits of GBDT are its accurate
predictions, high efficiency, and relative ease
of implementation. It requires very little to no
pre-processing of the input data as it is robust
to outliers in explanatory variables (features).
Furthermore, it also implicitly handles missing
data among the features. Lastly, the underlying
tree-based approach makes it relatively easy to

comprehend how the model was built. However,
compared to single decision trees (the weak-
learners), the higher accuracy of GBDT comes
at the cost of aggravated interpretability, as it
is not possible to summarise the GBDT model
into a graphical representation of a decision
tree because of the sequential nature of the
ensemble. These considerations are important
should practitioners adopt machine learning as
a fully-fledged method.

2.3 Contribution and Aim

We would like to contribute to the pioneering
literature on the ML approach to market
comparison valuation, particularly the work
of Geertsema and Lu (2023). They developed
ML regression models for market-to-book value,
enterprise-value-to-assets, and enterprise-value-
to-sales valuation multiples. They then com-
pared their performance with five valuation
multiple estimation techniques derived from
prior literature. They tested two industry-based
approaches: (i) the harmonic mean of the SIC
industry affiliation from Liu et al. (2002),
and (ii) the mean of an alternative industry
classification set up by Hoberg and Phillips
(2010, 2016) based on similarities of business
descriptions. The last three models represented
the fundamental approach to market compari-
son valuation. These included (iii) a statistical
regression model to estimate the so called war-
ranted multiple first proposed by Bhojraj and
Lee (2002). Finally, the studies by (iv) Bartram
and Grinblatt (2018, as cited in Geertsema and
Lu, 2023), and (v) Rhodes-Kropf et al. (2005,
as cited in Geertsema and Lu, 2023), both
estimated the equity value by a cross-sectional
(i.e., fundamental) analysis directly, skipping
the step of building the market multiple first
or even selecting a peer group. The results
of Geertsema and Lu (2023) unambiguously
support the hypothesis about the superiority
of ML valuation accuracy measured by out-of-
sample valuation errors, R-squared values, and
Pearson correlation coefficients. The ML models
systematically generated more accurate valua-
tions over the entire sample period (1980-2019)
and across all firm subsamples.
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Apart from the findings on ML’s superiority,
Geertsema and Lu’s results can also be inter-
preted in relation to the peer group selection
approach discussion described above. We find
it noteworthy that none of the five traditional
models can be identified as the best (non-ML)
since the alternative models ranked differently
in different performance metrics. Generally,
the two industry-based models scored lower
valuation errors. In contrast, the fundamental
approach of Bhojraj and Lee (2002) scored
better in correlation. These results lead us to
conclude that the industry-based approach is
not merely a lack of effort when building the
valuation multiple. Instead, the industry-based
approach has proven once again that in some
contexts, it is well justified to apply it, as sug-
gested by the unresolved academic discussion
over the proper peer group selection process.

This study broadly adopts the methods
used by Geertsema and Lu (2023) to test
the performance of machine learning (ML) on
market comparison valuation by utilising the
ML algorithm and performance metrics. Nev-
ertheless, we contribute to this line of research
by altering some key assumptions relative to
Geertsema and Lu (2023) to broaden the appli-
cability of their conclusions and to add a more
practitioner-oriented perspective. Specifically,
our key modifications include changing the
set of valuation multiples being predicted to
those more commonly used and assessing the
over /under-performance of GBDT using a pre-
viously untested benchmark method that also
originates from practice. Further details of the
comparison between this study and Geertsema
and Lu’s (2023) study are provided in the
Discussion section, following the methodology
described in the next section.

3 METHODOLOGY AND DATA

This study aims to investigate whether (and
why) a machine learning approach can enhance
market comparison valuation. Essentially the
ML constructs the valuation multiples from
fundamentals provided for learning, thus the
proposed method represents the fundamental
approach to market comparison valuation.

In line with the general evaluation framework
of ML and the research of Geertsema and
Lu (2023), we assessed the improvement of
GBDT compared to an alternative method that
provides the baseline for evaluation. To bench-
mark the GBDT, we selected a traditionally
used industry-based approach to the market
comparison method.

The following two subchapters elaborate in
more detail on the GBDT model and the
alternative model respectively.

3.1 Proposed Method: Gradient
Boosting Decision Trees

This study utilises the Light GBM implementa-
tion of GBDT (gradient boosting decision trees)
developed by Microsoft. GBDT is recognised

as a state-of-the-art decision tree-based model,
noted for its accuracy and ease of use (reasons
are explained in the previous section). We opted
for LightGBM to enhance comparability with
Geertsema and Lu (2023), who also applied
Light GBM.

The proposed method uses 52 fundamental
variables (of a financial and nonfinancial na-
ture, including the GICS industry classification)
as the explanatory input variables (features).
These were selected to be as comprehensive as
possible and with consideration of the general
availability of the data for most of the sample
across all industries. GBDT then internally
selects the most important features for the given
task. Based on GBDT weighting, we picked a
final collection of 25 features during the fine-
tuning phase used in the final models and
created 6 additional GICS industry-derived fea-
tures during the modelling. The final decision
on the size and selection of variables is made
based on several analyses performed during
the fine-tuning phase. These analyses include
recursive feature elimination cross-validation on
the number of features, feature importance,



(Out)smart the Peer Group in Market Comparison ...

161

Spearman’s correlations between the features,
and an expert assessment (since not all com-
binations could be tested experimentally). We
include an overview of variables and targets in
the Annex including comments on usage and
source and summary statistics (Tab. 4).

Missing observations were only addressed for
the target variable by removing the particular
firm-year observation. In contrast, we retained
observations with missing input variables, as
the LightGBM algorithm can handle them
automatically. Moreover, However, the con-
clusions remain unchanged when testing the
GBDT, even when all observations with any
missing input variable are dropped. Due to
extreme values (outliers) of the target variables
in the retrieved dataset, the bottom and top
10% of the target variable distribution were
trimmed. This process also eliminated any
negative value of the target variable, aligning
with the method of Liu et al. (2007). While
the features were not explicitly treated for
outliers or missing values, many potential out-
liers among the features were unintentionally
removed due to the trimming of the targets.
We also considered alternative outlier control
approaches, as discussed in more detail in the
section Model performance with alterations.

All absolute monetary values (among features
only) were indexed to the price level of 2021 by
the GDP Price Deflator reported by the World
Bank for the USA. This adjustment ensures
the values are comparable and prevents bias
in the cross-sectional analysis due to inflation.
Logarithmisation of the target variable was
tested but eventually not used as it did not
improve accuracy.

No other data manipulations were required,
as the tree-based model is robust to outliers
(among features) and multicollinearity and does
not necessitate any standardisation.

During the fine-tuning of the model, we
noticed a strong influence on the number of
iteration rounds (num_boost_round hyperpa-
rameter) of the GBDT. Empirically, we se-
lected 10,000 iterations. To avoid overfitting,
we enabled an early stopping criterion, which
stops training if the model does not improve
for 10 consecutive rounds. The effect of the

num_boost_round hyperparameter is discussed
in the section Model performance with alter-
ations.

The loss functions to optimise the model’s in-
ternal parameters in the training phase included
the root-mean-square deviation (RMSE) and
the mean absolute percentage error (MAPE).
Other hyperparameters of the GBDT were
maintained at their default values.

3.2 Alternative Method: Mean
GICS Industry Multiple

The alternative method serves as a benchmark
for the proposed method. For this purpose, we
selected a traditional industry-based approach
to the market comparison method using the
6-digit GICS Industry level (GICS Industry
Code). We opted for the GICS industry code
for several reasons. Firstly, Bhojraj et al. (2003)
claimed it to be the most suitable classification
system and level for valuation. Therefore, it
is, in our view, the best representative of the
industry-based approach to the market com-
parison method. Secondly, we regard it as an
addition to the five other alternative methods
already tested by Geertsema and Lu (2023),
of which two were industry-based approaches.
Lastly, unlike Geertsema and Lu (2023), we
included the same industrial affiliation (GICS)
as a feature in the GBDT model to better
highlight the effect of the GBDT. As a result,
the GICS industry classification is utilised in
both the proposed and alternative methods in
this study.

The prediction of the alternative method
for a given firm-year observation is then the
aggregated industry multiple. It is computed as
a mean of the individual companies’ multiples
affiliated within the same GICS industry in a
particular year. We also explored other common
function arithmetic and harmonic means, as
discussed in more detail in the section on Model
performance with alterations.

For the alternative model, the same adjusted
dataset is used for the GBDT (including trim-
ming outliers and missing observations among
the target variables). Thus, the input for the
proposed and alternative methods in terms of
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subjects, GICS industry affiliation and industry
aggregated mean multiples is essentially the
same.

3.3 Tested Valuation Multiples

Since the aim of this study is to provide
relevant findings for both practitioners and
academics, we focused on the high-profile mul-
tiples commonly used in appraisals: price to
earnings (P/E); enterprise value to earnings
before interest and tax (EV/EBIT); enter-
prise value to earnings before interest, tax,
depreciation, and amortisation (EV/EBITDA);
and enterprise value to sales (EV/Sales). See
Plenborg and Pimentel (2016) for a review
of academic discussion on the choice of the
multiple.

We trained a separate GBDT model for each
selected valuation multiple (target variable) for
our analysis. We prioritised historical account-
ing data over forward-looking estimates to avoid
a reduction in the sample size due to forecast
data availability.

3.4 Data

Data are sourced from the Thomson Reuters
Refinitiv Eikon database. The sample com-
prised the universe of all public companies
headquartered in the USA traded from 1980
to 2021. The precise data retrieval setting
is described in the Annex. Approximately 10
thousand unique companies meet the criteria.

4 RESULTS

To evaluate the proposed and alternative
methods, we set aside a random split of 25%
of the available observations (the remaining
75% were used to train the GBDT model and
compute the industry multiple).

3.5 Performance Metrics

The performance of both the proposed and
alternative models was assessed using several
performance metrics comparing the actual (ob-
served) target values with their predictions. The
prediction of the proposed method results from
the GBDT model trained for the given target.
The prediction of the alternative model is the
mean multiple of the train-set companies affil-
iated with the same GICS industry. For both
methods, all performance evaluations are based
on the test dataset (out-of-sample testing stip-
ulated by ML theory; see James et al., 2023).

The accuracy was assessed primarily by the
median absolute percentage error (MJdAPE)
and mean absolute percentage error (MAPE).
To identify a systematic over- or underestima-
tion (bias) of the target, the mean and median
percentage errors are also reported (referred
to as MPE and MAPE, respectively). The
percentage error is a relative measure of how
close the prediction is to the actual value of
the target variable. Furthermore, for a more
detailed comparison with the results of Geert-
sema and Lu (2023), we also present the R-
squared (R?) and Pearson correlation between
the actual and predicted target values (p).

4.1 Model Performance

This study applies GBDT, an ML technique,
to market comparison valuation to determine if
it can achieve better accuracy of the valuation
multiple than the alternative approach relying
on the industrial classification (GICS), and
to analyse the results in relation to previous
studies.

Our assumption is that the ML would ex-

hibit higher accuracy measured by error rates
(MAPE, MdAPE, MPE, MdPE) and greater

explanatory power measured by R-squared (R?)
and Pearson correlation (p).

The results in Tab. 1 indicate that the pro-
posed (ML) model outperforms the alternative
method in all metrics across all targeted valu-
ation multiples. The following conclusions can
be drawn:

e The errors of ML’s market multiples are con-
sistently smaller compared to the alternative
model. The ML model’s MAAPE (median
absolute percentage error) is reduced by
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Tab. 1: Performance measured by error rates, R-squared, and Pearson correlation for all models considered

MdJAPE MAPE MdPE MPE R2 P
Proposed method, %
EV/EBITDA (ML) 6% 17% 0% 6% 68% 82%
EV/EBIT (ML) 6% 16% 0% 6% 73% 86%
P/E (ML) % 18% 0% % 67% 82%
EV/Sales (ML) 8% 32% 0% 18% 80% 90%
Alternative method, %
EV/EBITDA (GICS) 25% 32% 0% % 11% 39%
EV/EBIT (GICS) 26% 33% 0% ™% 14% 43%
P/E (GICS) 25% 33% 0% % 8% 37%
EV/Sales (GICS) 47% 1% 0% 36% 23% 52%
Improvement, p.p.
EV/EBITDA 19 16 0 1 57 43
EV/EBIT 20 17 — 1 60 43
P/E 18 16 - - 59 45
EV /Sales 39 44 - 17 57 37

Note: If the change in performance is a positive value, it is indicated as an improvement in percentage points (p.p.),
“~” means no improvement, and “0” means an improvement rounded to 0.

an average of 24 p.p., and MAPE (mean
absolute percentage error) is smaller by
approximately 23 p.p.

e« MAAPE is always smaller than MAPE. The
distribution of prediction errors is positively
skewed for both methods, indicating that
most prediction errors are minor, with a
few outlier errors. From a practical appraisal
point of view, smaller errors are preferable
to larger errors.

« MPE is always above zero. Positive values
of MPE for both methods indicate a bias
of predictions towards overvaluation. This
inclination might be explained by the ex-
clusion of negative targets from the dataset
(see the Data and Methods section for rea-
soning). However, the MdPE remains zero,
meaning the predictions’ central tendency
(the median) is unbiased.

e The superior precision of ML models is also
evidenced by consistently higher coefficients
of determination and correlation scores.

o Notably, the EV/Sales multiple consistently
shows higher prediction errors across all
metrics. This suggests that it is not a
universally suitable valuation multiple for
all industries and stages of a company’s life

cycle. This finding is consistent with Baker
and Ruback (1999).

Fig. 1 analyses the performance of all models
over time. For all valuation multiples, the
MAAPE of the GICS industry models (grey
lines) oscillated around a constant level. In
contrast, the errors of the ML predictions (black
lines) exhibited a decreasing trend, indicating
that GBDT became more precise in recent
predictions. This enhancement in GBDT’s per-
formance over time is likely attributable to
the growing dataset available for prediction
after the outlier removal, as illustrated by the
clustered columns in Fig. 1. This reasoning is
most evident in the high errors in the first years
of the model period.

4.2 Feature Importance

Given the sequential nature of the GBDT,
it is impossible to represent the model as a
single decision tree. Each decision tree within
the model serves the purpose of incrementally
improving the error generated by the previous
iteration runs. Only when combined do they
constitute the final prediction of the target. The
general solution is to view the importance of
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Fig. 1: MAAPE of the proposed method compared to the alternative method (primary axis) over time and number of

observations (secondary axis) over time

each variable to illustrate the model’s internal
assumptions (James et al., 2023).

We present both the gain and split ver-
sions of the feature importance as computed
by LightGBM during the modelling process.
Gain importance measures the improvement in
accuracy brought by a feature to the branches
it is on, while split importance counts how
frequently a feature is used to split data across
all trees. We normalised both versions of the
feature importance scores by dividing each
score by the maximum score in the given
target prediction model (separately for split
and gain scores). This normalisation facilitates
a more intuitive comparison across features.
The following Fig. 2 shows both scores for each
target (Panels B through E) and the gain score
ranking across all scores (Panel A).

Fig. 2 reveals that the most significant fea-
ture contributing to increased accuracy is the
mean industry multiple computed at the GICS
Industry level (the same level used in the
alternative industry multiple method). It ranks
as the number one feature for all targets except
for EV/Sales. Moreover, for EV/EBITDA and
EV/EBIT, all other features contribute very

little (less than 30%) when compared to the
GICS Industry mean gain in importance. There
are more significant features beyond the indus-
try mean for the remaining targets. For P/E,
an additional strongly contributing feature is
the return on equity (ROE). For EV /Sales, the
three most contributing features (in terms of
gain importance) are Asset turnover, the mean
GICS Industry multiple, and EBIT margin.
The evidence of a more distributed importance
across more key features with the industry
mean being ranked only second explains why
EV/Sales scored significantly higher errors in
the alternative method, as presented in Tab. 1.
However, the low split importance of the
mean GICS Industry multiple indicates that the
GBDT model does not use it frequently — it
actually ranks only in the 17th percentile or
27th out of 31 features in terms of the split
importance scores summed across all targets.
In contrast, the most frequent feature overall
is the ratio of Property, plant, and equipment
(PPE) net to PPE gross, indicating accounting
obsolescence of the PPE (100th percentile).
We can summarise the findings on the indus-
try multiple as follows: The gain in importance
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GICS Industry multiple (mean)
Return on equity (ROE)
Asset turnover

EBIT margin

Income tax rate

Average total assets (growth 1Y)

PPE netto PPE gross ratio

Total debt to total equity

Quick ratio

Average total assets

Earnings retention rate

Revenue (growth 1Y)

Avegrage net trade gycle in days
PPE (net) to total assets

Long term debt to total capital
Fixed asset turnover

Revenue (growth 3Y)

GICS Industry multiple (median)
Revenue (growth 5Y)

Average total assets (growth 3Y)
Average total asset (growth 7Y)
Net income after taxes (lag -5Y)
Net income after taxes (lag -1Y)
Revenue (growth 7Y)
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Fig. 2: Feature importance by gain and split for all target variables, expressed as a percentage of the maximum score for
the given target. Labels in Panel A are in descending order based on the sum of the absolute gain importance scores
across all targets. The top 5 most important features by gain score are highlighted with dotted squares for each target

(Panels B through E) and across all targets (Panel A).

suggests that the industry multiple captures
a significant portion of the target’s variability
(except EV/Sales), consistent with the common
practice of leveraging the industry affiliation
for benchmarking and the research supporting
the use of industry multiples discussed above.
Furthermore, while the industry multiple is
crucial for GBDT to make a prediction, it likely
serves as a starting point. It is evidently less
utilised during the later iteration runs when the
GBDT seeks finer interconnections within the
data and refines the prediction. This nuanced
data exploration is the added value of GBDT,
contributing to its superior accuracy.

Given that the mean GICS Industry multiple
is leveraged by the GBDT, all other GICS
multiples are ranked as relatively insignifi-
cant both in gain and split importance. Any
other industry level would merely duplicate the
same information as the GICS Industry, which
represents the most detailed level allowed in
the model. Additionally, we note the GBDT’s
preference for the mean aggregation. For a
discussion of mean versus median aggregation,
please refer to the following section, Construc-
tion of the industry multiple.
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Model Performance with
Alterations

4.3

4.3.1 Alternative Outlier Control Methods

The control for outliers is the sole data cleans-
ing procedure we implemented. We analysed
the sensitivity of the performance metrics to
changes in the definition of an outlier as the
bottom and the top 1%, 5%, 10% (the primary
configuration in this study), and 20% of the
target variable.

As depicted in Panel A of Fig. 3, prediction
errors produced by GBDT (black lines) con-
sistently outperform GICS industry multiples
when subjected to varying degrees of outlier
control. Our findings indicate that the extreme
values of the target variable are difficult to
predict by both the ML and the GICS industry
multiples (grey lines). By implementing strin-
gent outlier controls to ensure data homogene-
ity the error is reduced substantially. However,
when data size is excessively pruned — evident
at the 20% data exclusion threshold — industry
multiples exhibit a rise in error rate. This
implies a critical threshold below which the data
set no longer provides sufficient observations
to construct a representative industry multiple.
On the contrary, GBDT exhibits a lower
sensitivity to such (subjective) data sample
manipulation.

The pronounced advantage of GBDT is
further supported by the Pearson correlation
coefficients presented in Panel B of Fig. 3. The
disparity between the ML approach and the
conventional industry methodology is partic-
ularly pronounced at the intermediate data
exclusion thresholds (5% and 10%). At the 20%
threshold, where data homogeneity is highest,
the correlation decreases slightly for GBDT
(even as the prediction error continues to im-
prove). In contrast, for industry multiples, the
trend is reversed (simultaneous improvement
of the correlation coefficient and worsening
prediction error). This inverse relationship may
indicate an overly homogeneous data set that
offers limited learning potential due to its lack
of diversity.

4.3.2 Number of Iteration Rounds

The number of boosting iterations represents
the number of trees and is an important hyper-
parameter of the GBDT (num_boost_round).
Panels C and D of Fig.3 compare outcomes
for 100 (the default setting for GBDT),
1,000, 10,000 (the primary configuration in
this study), and 100,000 iterations. Through
empirical analysis, we determined the optimal
number of iterations to be 10,000, as it provides
an optimal trade-off between accuracy and
computational efficiency. The early stopping
criterion is satisfied shortly after the 100,000th
iteration.

4.3.3 Construction of the Industry
Multiple

The industry multiple (serving as the prediction
of the alternative model and one of the features
in the proposed model) is commonly aggregated
using a median or arithmetic mean function
for its simplicity of interpretation. Often, the
median is preferred by practitioners thanks
to its robustness to outliers. However, some
academic research advocates for the use of
harmonic mean (Baker and Ruback, 1999; Liu
et al., 2002). We tested all three aggregation
methods for the construction of the industry
multiple.

Our analysis suggests that the aggregation
method does not affect the conclusion of the
superiority of the ML models. When comparing
the aggregation functions for industry multi-
ples, we observed a trend where the medians
produce the lowest values of median errors
(MdAPE, and MdPE), whereas the harmonic
means result in the lowest mean errors (MAPE
and MPE), and the arithmetic means de-
liver the highest explained variance (R?) and
correlation coefficient (p). There is no single
optimal method; different aggregation functions
perform better under different criteria.

The highest correlation was likely decisive
for the GBDT model (where all aggregation
methods were considered), as indicated by the
strong feature importance score, particularly
for the mean industry multiple (Fig. 2). These
findings suggest that the mean works well in
conjunction with other features as explanatory
variables. However, the median or harmonic
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Fig. 3: Panel A and B: MAAPE and Pearson correlation under 1%, 5%, 10% and 20% trimming rule for outlier control.
Panel C and D: MAAPE and Pearson correlation under increasing number of iterations rounds hyperparameter
(sensitivity illustrated in Panels C and B is not relevant for GICS industry multiple).

Tab. 2: Results of the alternations of the alternative method using the median, (arithmetic) mean and harmonic mean

for industry aggregation (GICS Industry level)

MdAPE MAPE MdPE MPE R? P
EV/EBITDA median 25% 32% 0% 7% 11% 39%
EV/EBITDA mean 27% 36% 9% 16% 16% 41%
EV/EBITDA harmonic mean 25% 30% —4% 1% 9% 40%
EV/EBIT median 26% 33% 0% 7% 14% 43%
EV/EBIT mean 28% 38% 9% 18% 19% 45%
EV/EBIT harmonic mean 26% 31% —1% 1% 12% 44%
P/E median 25% 33% 0% 7% 8% 37%
P/E mean 28% 38% 10% 18% 13% 39%
P/E harmonic mean 26% 31% —4% 1% 6% 37%
EV/Sales median 47% 7% 0% 36% 23% 52%
EV/Sales mean 57% 114% 33% 88% 28% 54%
EV/Sales harmonic mean 48% 59% —19% 3% 8% 49%

Note: The best aggregation function is highlighted for each performance metric and valuation multiple. For the
alternative method the median aggregation was used for comparability with the proposed method.

mean aggregation is a more precise choice for
the industry multiple method. We chose median
aggregation mainly because it is the more
common choice among practitioners due to its
intuitive explicability.

Additionally, we tested the sensitivity of the
level of industry classification used for the

prediction. Aggregating all companies together
(i.e., disregarding the different industries) rep-
resents the most straightforward possible val-
uation approach. This global multiple method
can be viewed as a baseline for evaluating any
valuation model. We then compared the global
multiple method with the industry multiple
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method to contextualise the usefulness of the
alternative method. The improvement from the
simple global multiple to the industry multiple
method (consistently using the second most
detailed level of GICS classification) amounts
to, on average, a 9 p.p. lower MAAPE and
MAPE, which corresponds to a 21% (and

13%) improvement of the MAAPE (and MAPE,
respectively,) relative to the global multiple.
This significant improvement supports the com-
mon practice of using industry affiliation for
benchmarking and the research supporting the
use of industry multiples discussed above.

5 DISCUSSION AND CONCLUSIONS

5.1 Discussion

This research is closely related to the work of
Geertsema and Lu (2023), further abbreviated
as GL. In this section, we first summarise
the aspects shared between these two studies.
We list the key modifications representing our
approach’s contributing novelty, and finally,
we discuss the differences in results, including
identifying further minor differences in research
designs.

This study and the GL study share the
following:

e The objective is to enhance the market com-
parison method by implementing a machine
learning algorithm (the GBDT).

e Research design where the ML model is
benchmarked against the traditional alter-
native model(s) (however, the alternative
model selection differs, as discussed below).

e A comparable dataset in terms of subjects
(namely U.S. public companies of the past
four decades; however, the frequency of the
dataset differs, as discussed below).

The key modifications to GL’s approach
introduced by this study include:

e The valuation multiples assumed in the
analyses differ. In this study, we pre-
dicted P/E, EV/EBIT, EV/EBITDA, and
EV/Sales, which we selected because they
represent the most common valuation mul-
tiples. In contrast, GL prioritised other
selection criteria (availability and nonneg-
ativity), and tested the market-to-book,
enterprise-value-to-asset, and EV /Sales val-
uation multiples.

e To extend the variety of benchmark meth-
ods that serve to evaluate the performance

of the proposed GBDT model, we intro-
duced the mean industry multiple under
the 6-digit GICS Industry level as the
alternative method. GL tested five other
alternative models, one of which represented
an industry-based approach using an estab-
lished industry affiliation system (SIC) and
harmonic mean aggregation, while another
used an alternative industry classification
set up by Hoberg and Phillips (2010, 2016).

Tab. 3 compares the results of GL with
results from this study for the proposed method
(Panel A) and the alternative method (Panel
B). In the first lines of each panel, in the squared
brackets, we present the results as intervals
ranging from the minimum value to the max-
imum value of the given metrics across all the
targeted multiples. Next, we show the result of
EV/Sales separately, which is the only target
common to both studies under consideration.

The results in Tab.3 indicate that both
studies converge on the superiority of GBDT
models over any alternative tested. A compar-
ison of this study and the GL’s (specifically
the EV/Sales target) indicates that this study
scores improved accuracy (lower errors). We
attribute this improvement to the following fac-
tors (minor differences in the research design):

e The sample of GL consists of firm-month
data (using quarterly accounting data). This
study, however, utilises firm-year (with fis-
cal ends annual data), which likely contains
less noise.

e GL trimmed the 10th percentile of selected
accounting variables (book value, total as-
sets value and sales) to exclude small firms.
However, this study trimmed the lower
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Tab. 3: Results of the proposed and alternative methods in this and the GL study. In Panel B, we emphasise the
alternative method from the GL study which is the closest to this study (i.e., an industry-based approach using an
established industry affiliation system). Squared brackets represent the interval of min. and max. values across all

multiples.
MdJAPE MAPE MdPE MPE R? P
Panel A: Proposed method, %
This study (ML), all multiples [ 6%; 8%] [16%; 32%) [0%; 0%)] [ 6%; 18%] [67%; 80%] [82%; 90%)]
GL study (ML), all multiples [29%:; 32%]  [48%; 59%] [0%; 1%] [19%; 28%] [54%; 80%)]  [89%; 90%]
EV/Sales (this study: ML) 8% 32% 0% 18% 80% 90%
EV/Sales (GL: ML) 32% 59% 1% 28% 80% 89%
Panel B: Alternative method, %
This study (GICS, medians), all multiples [25%; 47%] [32%; TT%] [ 0%; 0% [ T%; 36%]) [ @ 8%;23%] [37%; 52%]
GL study (SIC, harm. mean), all multiples  [42%; 64%] [58%; 129%] [-35%; —15%] [  0%; 12%] [ —3%; 2% [38%; 64%)]
GL study (all methods), all multiples [40%; 86%)] [58%; 384%)] [—35%; 60%] [—158%; 130%)] [—157%; 83%] [38%; 86%)
EV/Sales (this study: GICS, median) 47% % 0% 36% 23% 52%
EV/Sales (this study: GICS, harm. mean) 48% 59% —19% 3% 8% 49%
EV/Sales (GL: SIC, harm. mean) 64% 129% —35% 0% —1% 38%

and the upper 10% of target variables to
exclude outliers of the target variable. As
demonstrated above, a reasonably cleaner
dataset lead to better accuracy.

e The industry boundaries likely differ be-
tween studies as GL applied the Fama-
French 49 industries classification for the
ML method. We rather used the GICS
(i.e. same as for the alternative approach).
According to Bhojraj et al. (2003) the GICS
is the most suitable industry classification
for valuation purposes.

Other methodological differences, which ap-
pear not to impact the accuracy, include the
following.

e GL sample amounted to 1.8 mil. observa-
tions. This study used 93k observations,
which were sufficient for the training of
outperforming models.

e GL included 97 features, while this study
uses 31. This aligns with GL’s findings that
a high number of variables does not sig-
nificantly enhance precision. They reported
the accuracy improved only by 7 p.p. when
they increased the number of input variables
from 10 to 97 (Geertsema and Lu, 2023,
pp- 348-349).

e To improve the information quality of
the data, GL performed a logarithmical
transformation of the target variables and
commented that it is one of the main sources
of improved accuracy of the GBDT (hence

the selection of the targeted valuation mul-
tiples). Whereas this study inflated the
absolute values to 2021 price level.

The main takeaway from this comparison is
that GBDT consistently outperforms various
alternative methods of market comparison val-
uation in independent studies.

Nevertheless, it is essential to acknowledge
the limitations and challenges associated with
this approach. The primary concern is the
general perception of machine learning as a
‘black box’, which can hinder its acceptance
and integration into valuation best practice. In
spite of the fact that GBDT algorithm is based
on decision trees, which are well interpretable,
the higher complexity of GBDT comes at the
price of losing a portion of this transparency
and representability. Additionally, the scope of
the data used in our study is restricted to
publicly traded U.S. companies with positive
market multiple values, which may limit the
generalisability of our findings. Future research
addressing these limitations (such as extend-
ing the geographical scope, and/or including
private companies) could further validate the
broader applicability.

Practically, we advocate for a balanced view
where machine learning is seen as a supple-
mentary, rather than a substitutive, tool to
the common methodologies like the industry
multiple method and multiples built from a
handpicked peer group.
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5.2 Conclusions

This article covers the topic of applying ma-
chine learning to market comparison valuation
method. We aim to provide both academic and
practitioner audiences with a perspective on the
benefits of integrating machine learning within
the traditional valuation framework.

We employed the GBDT (gradient boosting
decision tree) model for estimating market mul-
tiples. The prediction accuracy was compared
with the traditional approach of the mean
industry multiple method, which represents
common traditional practice. The research was
conducted on a dataset of U.S. public compa-
nies from 1980 to 2021. We tested a set of high-
profile multiples commonly used in appraisals:
P/E, EV/EBIT, EV/EBITDA, and EV/Sales.

We found that GBDT significantly enhances
the accuracy of market comparison valuations
with an average decrease of 24 p.p. in the
median average percentage error, and it does
not rely on human judgment when developing
the valuation multiples. The error reduction of
GBDT is attributable to its ability to handle
complex financial data and computational effi-
ciency. The results support GBDT’s potential
as a supplementary tool in valuation practice.
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Data Retrieval Definition

The data analysed in the study were down-
loaded from the Thomson Reuters Refinitiv
Eikon database: https://eikon.refinitiv.
com/login under the license agreement granted
to the Prague University of Economics and
Business. The sample comprised the universe
of all public companies headquartered in the
USA. The sample was further refined as follows:
Active and Inactive companies, Primary Issues
only, Instrument Type limited to the Fully Paid
Ordinary Shares and the Ordinary Shares. The
sample period spans fiscal year ends from 1980

through 2021. There are 10 thousand compa-
nies meeting the above-mentioned criteria and
73k-93k firm-year observations (depending on
the target variable) as of the date of the data
retrieval in April 2022).

Based on discussions with Reuter’s represen-
tatives, Reuter’s definition of the universe of
public companies excludes companies that were
public during the sample period but have been
delisted since. Status inactive relates solely to
companies which seized to issue financials what-
soever. Thus, delisted and yet active companies
were not included in the sample.
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f the variables considered in this study. All variables are displayed after pre-processing as

ics o

Summary statist

Tab. 4

described in the Proposed method section (features are displayed after pre-processing for the EV/Sales multiple). N

refers to the number of observations. Columns p10-p90 show the respective percentiles
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