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ABSTRACT

This paper analyses the attitudes and opinions of statutory auditors regarding the issue of
Environmental, Social and Governance reporting and its verification in the Czech Republic. The
research examines auditors’ willingness to perform ESG assurance, their attitudes towards ESG
issues, and their views on key skills and training needs. A questionnaire survey was conducted
among Czech statutory auditors, and the results were analysed using statistical methods. The
findings reveal differing attitudes between auditors employed in audit firms and self-employed
auditors. Auditors from larger companies are more likely to perceive ESG reporting as a mean-
ingful tool for responsible business and demonstrate greater interest in its verification, whereas
self-employed auditors tend to be more sceptical and regard ESG as more of a formal obligation.
Although the study focuses on the Czech Republic, it is based on European legislation, and the
results can be generalised across the EU.

KEY WORDS

ESG assurance, ESG auditing, ESG reporting, European Corporate Sustainability Reporting
Directive
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1 INTRODUCTION

Over the last decade, environmental, social,
and governance (ESG) factors have become
critical components of corporate practices and
investor decision-making. There is an increasing
emphasis on transparent and credible corpo-

rate sustainability reporting, which has led to
introducing new regulatory frameworks at the
European Union level. The Corporate Sustain-
ability Reporting Directive (CSRD) imposes
an obligation to externally verify ESG reports
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starting in 2024, with verification conducted
only by statutory auditors or other indepen-
dent verification service providers. This new
requirement represents a fundamental change
in auditing practices and presents challenges for
both auditors and companies that will disclose
ESG information. While auditors must adapt to
new competency requirements and methodolo-
gies for verifying ESG reporting, companies face
increased administrative and financial burdens
related to data collection and verification. The
quality of verification standards, which are still
under development, will also be a key factor.

The CSRD has introduced ESG reporting
obligations at the EU Member State level for
various groups of entities in several phases.
First, entities under the Non-Financial Report-
ing Directive will begin mandatory reporting
for the first time in 2024. The next phase will
include large entities and groups not partic-
ipating in the first wave. These entities will
report for the first time in 2025. The following
group will consist of small and medium-sized
entities that are issuers of securities, as well
as small, non-complex credit institutions and
captive insurance companies. These units will
report for the first time in 2026. After exceeding
the turnover criteria, the final group will include
third-country enterprises with a subsidiary or
establishment in the European Union. ESG re-
porting will be mandatory for these companies
for the first time in 2028. With the initial re-
porting period under the CSRD starting in 2024
and the first verification by auditors occurring
in 2025, examining this issue is particularly
relevant. This research, therefore, focuses on the
attitudes of statutory auditors towards ESG re-
porting and its verification in the Czech Repub-
lic. Particular attention is given to the percep-
tion of the benefits of ESG reports, the auditors’
willingness to verify these reports, and their
readiness for the new legislative requirements.

However, the legislative framework is chang-
ing. On 26 February 2025, the European Com-
mission adopted a new package of proposals
(Omnibus I and Omnibus II) to simplify EU
rules, including modifications to the CSRD and
the EU Taxonomy. According to these propos-
als, the timeline for the phased introduction of

ESG reporting obligations would be extended.
The second reporting wave, which includes large
undertakings and groups not covered in the first
wave, would be postponed from 2025 to 2028,
and the definition of an enormous undertaking
for the purposes of CSRD would be amended by
increasing the employee threshold from 500 to
1,000. The third wave, covering listed small and
medium-sized enterprises, small non-complex
credit institutions and captive insurance under-
takings, would also be postponed from 2026 to
2028. As a result, only entities currently subject
to the Non-Financial Reporting Directive would
be required to report for the first time in 2024,
with a significant number of companies entering
the reporting regime only in 2028 (European
Commission, 2025).

Existing literature in the field of ESG report-
ing and verification has primarily focused on the
importance of ESG report verification (e.g., Del
Giudice and Rigamonti, 2020; Wang et al., 2022;
Moalla and Dammak, 2025; Knechel, 2021; or
Friske et al., 2024). Other studies emphasise
using modern technologies, such as advanced
data analytics and artificial intelligence appli-
cations, to verify ESG reports (Gu et al., 2023
or Vasilyeva and Makarenko, 2017). A further
group of papers has examined the impact of
the presence of an audit committee and its
characteristics, such as size, expertise, length
of tenure, or independence, on the quality of
ESG reports (Pozzoli et al., 2022; Umar et al.,
2024; de Almeida and de Sousa Paiva, 2022
or Suttipun, 2021). Other studies have tackled
specific research topics, including the impact
of a negative ESG reputation on audit quality
(Asante-Appiah, 2020), factors affecting ESG
auditor remuneration (Kammoun and Khoufi,
2025), the influence of non-audit service provi-
sion on ESG risk and firm value (Asante-Appiah
and Lambert, 2023), the distinction between
mandatory and voluntary assurance of ESG
reports (Chung et al., 2024), and assurance by
the auditor along with another independent as-
surance service provider (Bakarich et al., 2023).

In the context of our research, we also
highlight, in particular, studies that addressed
the importance of external auditor verification
of ESG reports. Del Giudice and Rigamonti
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(2020) examined whether companies that have
their ESG reports audited by an independent
third party possess higher ESG scores. They
conducted an analysis that investigated the
change in ESG scores after disclosing a spe-
cific corporate misconduct or scandal. They
concluded that the results differed significantly
between audited and unaudited reports. Com-
panies with audited ESG reports do not ex-
hibit significant changes in ESG scores after
a scandal, which the authors suggest indicates
that rating agencies are likely to provide an
accurate initial interpretation of sustainability.
In contrast, unaudited companies were found to
have a significant deterioration in ESG scores
after the scandal was revealed. The results
of the multivariate analysis confirmed that
external audits can considerably enhance the
credibility of ESG scores and ESG reports.

The study by Vaihekoski and Yahya (2025)
investigates whether audit quality influences
the relationship between ESG scores and firm
valuation. Results show that companies with
high ESG scores audited by Big Four firms have
higher market valuations, likely due to greater
credibility and investor confidence. At the same
time, no significant link is found for firms
audited by non-Big Four auditors. High-quality
audits appear to enhance the reliability of ESG
disclosures, reduce information asymmetry and
improve transparency.

Wang et al. (2022) test the effect of ESG
performance on investment activity using re-
gression analysis on a sample of Chinese compa-
nies listed on the A-share (shares of companies
incorporated in mainland China, traded in ren-
minbi, and listed on the Shanghai or Shenzhen
Stock Exchange) from 2011 to 2020. ESG scores
from the Bloomberg database measure ESG
performance. The results show that high ESG
performance significantly increases investment
activity, and audit quality partially mediates
the relationship between ESG performance
and investment efficiency. According to the
study, ESG performance is lower in state-owned
firms, underdeveloped regions, and firms with
low accounting information quality. Friske et
al. (2024) investigated the factors influencing
compliance with Global Reporting Initiative

(GRI) standards in sustainability reporting.
They concluded that one of the key factors is
independent third-party verification. According
to the authors, external verification of ESG re-
ports by auditors positively impacts compliance
with reporting standards.

In their study, Moalla and Dammak (2025)
examined the effect of audit quality on ESG
information transparency in US companies
and the relationship between firms’ media
exposure, audit quality, and ESG information
transparency. They concluded that high au-
dit quality positively affects ESG information
transparency. They also found that firms with
higher media exposure are viewed as riskier
from the external auditor’s perspective. Con-
sequently, audit procedures are more extensive,
leading to more transparent ESG disclosures.
Knechel (2021) also confirms the role of ex-
ternal auditors in verifying ESG reports. ESG
factors are becoming increasingly important
to investors and stakeholders. According to
Knechel (2021), auditors can improve the qual-
ity of ESG disclosures. In their study, Aly and
Badawy (2024) highlight that external audits
independently verify sustainability information
and increase stakeholder confidence in reported
information. Hirsch and Heichl (2025) examined
the effect of different disclosure formats and the
presence of independent auditors on the quality
and reliability of ESG reports. The authors
used panel regression to analyse these factors.
One conclusion of the study regarding the
importance of audited ESG reports is that these
reports have higher credibility and reliability.
The study also shows that external verification
of reports increases transparency and trust in
the information provided.

Training auditors in ESG is essential to en-
suring high-quality verification of non-financial
information following new EU legislation, par-
ticularly the CSRD Directive and ESRS stan-
dards. This demands entirely new competen-
cies – from comprehending the principle of
double materiality and regulations such as
the EU taxonomy to implementing interna-
tional standards for the verification of non-
financial data, such as the International Stan-
dard on Assurance Engagements (ISAE) 3000
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(Revised) or the International Standard on
Sustainability Assurance (ISSA) 5000. ESG
auditing is a highly specialised activity that
necessitates multidisciplinary knowledge in the
areas of law, ecology, social sciences, and risk
management, alongside specific soft skills and
personal qualities. Auditors require training to
apply standards for the verification of non-
financial information, such as the International
Standard on Assurance Engagements (ISAE)
3000 (Revised), the International Standard on
Assurance Engagements (ISAE) 3410 on Green-
house Gas Statements, or the new International
Standard on Sustainability Assurance (ISSA)
5000). High-quality and systematic training is
therefore crucial to enabling auditors to provide
relevant and credible services, mitigate the
risk of greenwashing, and safeguard the public
interest (Rawat et al., 2025). Simultaneously,
it allows them to cultivate new professional
avenues and adapt to the evolving demands of
a market that increasingly expects responsible
and transparent behaviour from companies.
Insufficient training can result in doubts about
audit quality, reputational risk, and potential
non-compliance with legal requirements.

Mandatory external verification of ESG re-
ports in the European Union was introduced
by Directive 2022/2464 of the European Par-
liament and of the Council on 14 December
2022, amending Regulation (EU) No 537/2014,
Directive 2004/109/EC, Directive 2006/43/EC,
and Directive 2013/34/EU regarding corporate
sustainability reporting (hereinafter referred
to as the Corporate Sustainability Reporting
Directive, CSRD). This mandatory verification
can be conducted by the statutory auditor or
by another independent provider of assurance
services. The requirements for statutory audi-
tors are outlined in Directive 2006/43/EC of
the European Parliament and the Council on
statutory audits of annual and consolidated
accounts. In the Czech legal system, this
Directive is transposed into Act No. 93/2009
Coll., on auditors, as amended (Czech Republic,
2009), which defines the general requirements
for applicants seeking an auditor’s licence, the
framework content of the auditor’s examina-
tion, and the obligation of supervised practice.

The binding reporting framework for sus-
tainability information is the Sustainability
Reporting Standards (ESRS), adopted by the
European Commission on 31 July 2023, and
Regulation (EU) 2020/852 of the European
Parliament and of the Council of 18 June 2020.
This regulation establishes a framework to
facilitate sustainable investments and amends
Regulation (EU) 2019/2088 (the Taxonomy
Regulation), which includes a classification
of economic activities considered sustainable
concerning the Statutory Environmental Objec-
tives (EU, 2023).

The European Commission has not yet issued
verification standards to confirm sustainability
information. Therefore, national verification
standards can currently be applied to assess
ESG reports until the European Commission
adopts its verification standards. The most
commonly used standard in member countries
is the International Standard on Assurance
Engagements (ISAE) 3000 (Revised), which is
not dedicated to audits or reviews of historical
financial information, and is presently utilised
to verify voluntary ESG reporting compiled
based on GRI standards. This standard is also
employed in the Czech Republic and pertains
to verification engagements at the limited
assurance level. The International Standard
on Assurance Engagements (ISAE) 3410 on
Greenhouse Gas Statements is used for verifying
greenhouse gas (GHG) reporting engagements.
This separate standard allows auditors to val-
idate the GHG emissions section of an ESG
report.

This paper aims to verify the sufficient
capacity in the ESG assurance services sector in
the Czech Republic and empirically validate the
so-called “Matrix of Professional Competencies
and Personal Assumptions of ESG Auditors,”
compiled based on the legislative and theo-
retical background in Popelková and Svoboda
(2025). This matrix provides a comprehensive
overview of the requirements for ESG auditors
(listed in Tab. 1 below), including legal require-
ments, technological skills, ethical standards,
and soft skills necessary for the ESG audit
profession. The 17 professional competencies
and personal prerequisites were selected based
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on a content analysis of the available literature.
The following sources served as the primary
basis for developing the matrix (Popelková and
Svoboda, 2025):
• Article 8 of Directive 2006/43/EC of the

European Parliament and the Council;
• § 4 of the Czech Act on Auditors, as

amended from 1 January 2024;
• overview of ESG modules within the

CPD (Continuous Professional Develop-
ment) programme of the Chamber of Au-
ditors of the Czech Republic;

• the International Code of Ethics for Pro-
fessional Accountants and the draft Inter-
national Ethics Standards for Sustainability
Assurance (International Ethics Standards
Board for Accountants);

• ČSN EN ISO 19011:2019 – Guidelines
for Auditing Management Systems (inter-
national standard providing guidance on
auditing principles, managing audit pro-
grammes, and conducting management sys-
tem audits);

• IFAC (2024): A Literature Review of Com-
petencies, Educational Strategies, and Chal-
lenges for Sustainability Reporting and As-
surance (study summarising global research

on the skills and knowledge required for
professionals engaged in sustainability re-
porting and assurance).

The following research questions were identi-
fied in the context of the present research:

• Does the ESG Auditor Professional Com-
petencies and Personal Attributes Matrix
include only the competencies and personal
attributes deemed relevant to the profession
of ESG auditor?

• Is there a relationship between auditors’
willingness to audit ESG reports and the
nature of audit work?

• Is there a relationship between auditors’
willingness to audit ESG reports and how
they acquire additional knowledge of ESG
issues?

• Is there a relationship between auditors’
views on ESG issues and the nature of audit
practice?

• Is there a relationship between auditors’
views on ESG issues and their willingness
to audit ESG reports?

2 MATERIALS AND METHODS

The data required to achieve the objectives of
this study were gathered through a question-
naire survey of statutory auditors, i.e., indi-
viduals who have been issued an audit license.
All auditors with an email address published in
the official register of auditors were contacted;
specifically, 427 auditors were reached out to
of 1061 active auditors as of 31 January 2024.
The sample survey was conducted from May to
July 2024. The questionnaire was sent to the
auditors by email twice: the initial invitation
was distributed in May 2024, followed by one
reminder in June 2024. This was the period
during which the CSRD was transposed into the
Czech legal system, and statutory auditors were
mandated to verify ESG reports. During this
timeframe, statutory auditors received training
in ESG reporting and verification to ensure

they could perform external verification of these
reports in 2025 for the 2024 reporting period.
The sample survey was executed using Google
Forms. The complete questionnaire is included
in Appendix A. The questionnaire is linked
to the research questions as follows: the first
research question is addressed in question 6;
the other research questions involve willingness
to conduct an ESG audit (question 3 in the
questionnaire), attitude towards ESG audits
(questions 1 and 2), auditor training (questions
4 and 5), all in combination with the legal status
of the auditor (question 7).

The questionnaire was completed by 82 out
of the 427 auditors contacted. This response
rate is comparable to similar surveys target-
ing specific professional groups, e.g., Eulerich
et al. (2022) or Rossi and Hampel (2024).
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To verify the sample’s representativeness, the
proportion of self-employed auditors in the
sample was checked to determine whether the
proportion of self-employed auditors in the
population corresponds to the proportion of
self-employed auditors. For this purpose, the
Bernoulli distribution parameter test was used
with H0 parameter equal to 0.35, which is
the proportion of self-employed auditors in the
population (sourced from the official register
of auditors). The relevance of the data in
the ESG auditor’s Professional Competencies
and Personality Assumptions Matrix was again
assessed using the Bernoulli distribution pa-
rameter test. The proportion of the sum of
the frequencies for the response options ‘rather
important’ and ‘important’ and the number
of respondents serves as the estimate of this
parameter. Testing the substantive significance
of the items in the Professional Competence
Matrix is possible using the H0 parameter equal
to 0.5 and the alternative hypothesis that the
parameter is greater than 0.5. An analogous
approach was used in Lee et al. (2016) for
the case of testing the effects of auditors’ self-
efficacy and professional development.

The dependence between responses to each
question was assessed using a contingency table
test of independence (we tested the test as-
sumptions about theoretical frequencies, which
required them to be at least 5 in 80% of cases
and greater than 2 in the remaining 20%). In the
event of a statistically significant dependence,
the strength of the dependence was evaluated
using Cramer’s coefficient, which ranges from 0
(weak dependence) to 1 (strong dependence).
The nature of any detected dependence was
explained through Haberman’s residual analy-
sis. This approach was used, e.g. in Gajanová
and Nadányiová (2018), where correspondence
analysis is employed instead of Haberman’s
residual analysis. A description of the methods
mentioned above is given in Agresti (2007). Fi-
nally, hierarchical cluster analysis was applied
(various distance measures between objects
and clusters were employed), resulting in a
dendrogram and characteristics of the detected
clusters, similar to those in Lamboglia and
Mancini (2021); a mathematical description can
be found in Martinez and Martinez (2016). The
calculations were conducted at a significance
level of 0.05 and were executed in the MATLAB
R2024b computational system.

3 RESULTS

Firstly, the hypothesis was tested regarding
whether the proportion of self-employed audi-
tors in the sample corresponds to the proportion
of self-employed auditors in the population, i.e.,
35%. Based on p = 0.088, we do not reject
the null hypothesis; therefore, the proportion
of self-employed auditors in the sample is
not statistically significantly different from the
proportion in the population. Since the practice
of auditing is significantly influenced by the
personality of the auditor, we can conclude that
the results obtained from the sample survey
can be generalised to the entire population of
auditors.

The first question addressed whether ESG
should be part of corporate strategies and if it
should be prioritised over the objective of max-
imising value for owners/shareholders. A total

of 46.3% of auditors believe that ESG should be
integrated into corporate strategy and should
also take precedence over the goal of maximising
value. In contrast, 11% of auditors contend
that ESG should be part of corporate strategies
but should be subordinate to the objective of
maximising value. The perspective that ESG
should be regarded with equal importance to
value maximisation is held by 42.7% of auditors.
The results indicate that most auditors (89%)
believe that ESG should be prioritised above
the objective of value maximisation or held on
the same level of consideration.

When asked whether the auditors believe
that the ESG report is merely a formal docu-
ment with no impact on CSR, 48.8% of auditors
responded that the ESG report is not just a
formal document and does have an impact on
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CSR. A total of 34.1% of auditors think that
it is solely a formal document without any
real influence. Additionally, 17.1% of auditors
provided different responses in the open-ended
section. Among these auditors, a significant
proportion assert that the true impact of ESG
reports cannot be currently assessed. Some
indicate that most companies will likely regard
them more as formal documents with no tangi-
ble impact. These auditors also emphasise that
the effect of ESG reports will depend on man-
agement’s moral integrity and the company’s
overall attitude towards sustainability. The
auditors observe that current legislation artifi-
cially enforces the impact of ESG reporting, and
the high administrative burden may reduce its
effectiveness. Some respondents emphasise that
future developments and global cooperation on
ESG will be crucial, as will the significance that
users place on ESG reporting.

A total of 28 auditors responded to the
follow-up question and shared their views on
making the ESG report more than just a formal
document, allowing it to have a real impact on
corporate social responsibility. Some auditors
believe that ESG documentation is primarily
a formal matter with no substantial impact on
sustainability, as companies tend to produce it
merely to fulfil a legal obligation. Others see
the potential for its meaningful use if companies
recognise its importance and the public begins
to actively value responsible business practices.
One suggestion is to simplify and integrate ESG
reports into annual reports, where companies
would include relevant information at their
discretion. Additionally, there is a need to raise
awareness of the meaning of ESG among the
professional and lay public so that companies
do not view ESG as an administrative hurdle.

Some auditors warn against excessive reg-
ulation and call for more freedom in corpo-
rate disclosures or looser rules that emphasise
recommendations rather than strict legislation.
Other suggestions include reducing the cost
of report production by simplifying adminis-
trative processes, for example. Some auditors
question whether ESG will genuinely contribute
to responsible business practices unless there
are stricter sanctions or a global consensus on

standards. Others emphasise that ESG must
be economically viable – reporting costs should
be lower than the benefits, such as improved
financing. There are also sceptical views that
it will not bring about fundamental changes
without a global approach and consistent ESG
rules. Its implementation will be gradual, and
improvements will occur rather slowly. The
general consensus is that ‘reason should prevail’
– protecting nature is essential, but regulation
should not be excessive and reflect the real pos-
sibilities of businesses and individual economies.

The next question asked about auditors’
interest in verifying Sustainability Reports. The
majority of auditors (57.3%) believe that they
will definitely audit these reports. Only 14.6%
of auditors said they definitely will not audit
ESG reports. A relatively significant proportion
of auditors (28%) do not yet know whether they
will audit these reports, which may reflect that
auditors are just starting to become familiar
with this area and are unsure whether they will
be able or willing to do so.

A follow-up question mapped the channels
and sources from which auditors plan to obtain
ESG knowledge and information for ESG report
verification. Most auditors responded that their
main source of information will be courses and
training at the Chamber of Auditors of the
Czech Republic (72 respondents, i.e., 87.8%).
This is, of course, related to the fact that we-
binars and courses at the Chamber of Auditors
of the Czech Republic are designed to cover all
required areas of ESG issues, and these courses
are automatically counted toward the manda-
tory Continuing Professional Education (CPE)
that auditors must complete. A total of 58.5%
of respondents also plan to choose a form of self-
study. Additionally, 30.5% of auditors plan to
undertake internal training within their audit
firm. Furthermore, 14.6% of auditors intend to
complete only the mandatory CPE and do not
plan to pursue further training in this area. This
percentage corresponds to the share of auditors
who do not plan to audit ESG reports. Other
sources of information cited by auditors include
educational agencies, university courses, guid-
ance notes for auditors, and training provided
by an international network of consultancies.
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The open-ended response also included the
view that auditors planning to audit sustain-
ability reports should attend ongoing training
or conferences with an international focus:
“Given the rapid developments and changes
in this area, it will be very difficult to
maintain the quality of audit reports without
continuously updating information and ideally
sharing different views.” The supplementary
question also identified the ESG issues that
auditors believe should be part of education.
According to Article 8 of Directive 2006/43/EC
of the European Parliament and of the Council,
the following should be included in auditors’
training: standards for reporting Sustainability
Reports, standards for verifying these reports,
sustainability analysis, and due diligence proce-
dures.

The majority of auditors (92.7%) believe that
standards for verifying sustainability reports
should be included in training. Additionally,
75.6% of auditors feel that training should
cover standards for reporting on sustainability
reports, while 61% think sustainability analysis
should also be part of the training. Some au-
ditors (43.9%) believe that training should also
encompass due diligence procedures, which are
regulated by the Corporate Sustainability Due
Diligence Directive (CSDDD) of 13 June 2024
(EU, 2024). Member States must transpose the
CSDDD into national legislation by 26 July
2026. Only a draft of this directive existed
at the time of the research. However, Article
8 of Directive 2006/43/EC of the European
Parliament and of the Council has already
addressed this area in the mandatory training
of auditors before adopting this Directive (EU,
2006).

Next, we will verify the ESG Auditor Pro-
fessional Competence Matrix and Personality
Assumptions. The basis is the assessment shown
in Tab. 1. The distribution of relative frequen-
cies and medians demonstrates that auditors
deem all the core competencies and personality
assumptions of the constructed matrix relevant.
A more rigorous assessment using the test
identified competencies that were not rated as
important or rather important by the majority
of respondents.

Based on a combination of median scores
and p-values, the competencies and personality
attributes of ESG auditors can be categorised
into three groups based on their perceived im-
portance and statistical significance. The core
competencies that were statistically significant
as necessary (p < 0.05) and also reached a
median of 4 or 5 include adherence to eth-
ical principles, systems thinking, adaptability
and flexibility, critical thinking and problem
solving, decisiveness, independence, openness to
improvement, open-mindedness, the ability to
perceive the specifics of the organisation, and
mindfulness. These competencies are deemed
essential for the ESG audit profession across the
sample of respondents and should form the core
profile of this new professional field.

The second group comprises competencies
that, while they achieved a median score of 4,
indicating they are generally considered impor-
tant, had their significance not confirmed statis-
tically (p ≥ 0.05). These include technological
competence, versatility, sensitivity to corporate
culture, and diplomacy. The results indicate
that these skills are not universally perceived
as key but may be important depending on
the context of a particular audit engagement or
auditor specialisation. The third group consists
of competencies that demonstrate both a lower
median (3 or 3.5) and statistical insignificance
(p ≥ 0.05). Specifically, these include inter-
personal skills, resilience, and the capacity to
act bravely (moral courage). Respondents do
not perceive these qualities as necessary and
therefore do not consider them essential for
pursuing the ESG auditing profession.

Overall, the results confirm that the pro-
posed Matrix of Professional Competencies and
Personal Attributes encompasses the core key
skills for ESG auditors. However, they also
indicate that some soft skills may not be widely
perceived as necessary and should, therefore,
be considered more individually. In the open
response, it was expressed that the ESG auditor
should also be able to outsource. Given the
complexity of the ESG topic, collaboration with
external experts may be necessary.

The majority of respondents are employees of
the audit firm (76.8%). Among self-employed



Future of Environmental, Social and Governance Auditing in the Czech Republic … 155

Tab. 1: Evaluation of professional competencies and personal prerequisites needed for ESG auditors. The column Test
includes p-values from the test of the sample proportion

Importance level (%)
Competency 1 2 3 4 5 Median Test
Adherence to Ethical Principles 3.7 6.1 14.6 17.1 58.5 5 < 0.001
Systems Thinking 3.7 4.9 15.9 32.9 42.7 4 < 0.001
Adaptability and Flexibility 1.2 6.1 15.9 45.1 31.7 4 < 0.001
Critical Thinking and Problem-Solving 3.7 2.4 13.4 31.7 48.8 4 < 0.001
Technological Competence 2.4 12.2 32.9 36.6 15.9 4 0.329
Interpersonal Skills 1.2 12.2 39.0 37.8 9.8 3 0.329
Versatility 2.4 6.1 40.2 39.0 12.2 4 0.413
Resilience 6.1 9.8 40.2 32.9 11.0 3 0.135
Moral Courage 8.5 6.1 35.4 34.1 15.9 3.5 0.500
Decisiveness 2.4 3.7 22.0 40.2 31.7 4 < 0.001
Independence 2.3 8.5 23.2 42.7 32.9 4 0.002
Openness to Improvement 1.2 4.9 28.0 37.8 28.0 4 0.002
Sensitivity to Corporate Culture 6.1 11.0 31.7 37.8 13.4 4 0.413
Diplomacy 3.7 8.5 31.7 32.9 23.2 4 0.135
Open-Mindedness 1.2 3.7 19.5 41.5 34.1 4 < 0.001
Awareness of Organisational Specifics 2.4 1.2 14.6 34.1 47.6 4 < 0.001
Attentiveness 3.7 1.2 11.0 37.8 46.3 4 < 0.001

auditors, there is a significantly higher pro-
portion of auditors who will definitely not
audit ESG reports (42.1%) compared to all
respondents, where this proportion was 14.6%.
A total of 26.1% of self-employed auditors do
not yet know whether they will audit these
reports. Additionally, there is a significantly
higher proportion of auditors in this group
(52.6%) who believe that the ESG report is
merely a formal document and has no real
impact on CSR. Given the nature of the
audit engagements of interest to sole auditors,
it is expected that these auditors will audit
Sustainability Reports to a lesser extent. Public
interest entities, large entities, or small and
medium-sized entities issuing securities subject
to the CSRD are predominantly audited by
medium and large audit firms.

When testing the dependence between the
selected questions, the requirements for the-
oretical frequencies were consistently verified
with positive results. A statistically significant
relationship was identified with p < 0.001 be-
tween the nature of audit practice and whether
auditors plan to audit ESG reports in the

future. A Cramer’s coefficient of 0.44 indicates
a moderately strong relationship. Haberman
residuals revealed that auditors employed by
audit firms are more likely to plan to audit
ESG reports than self-employed auditors. The
association between the nature of audit practice
and auditors’ belief that the ESG report is
merely a formal document was confirmed with
p = 0.008. The Cramer’s coefficient of 0.34
indicates a weak to moderate relationship.
We can conclude that auditors who perceive
the Sustainability Report as merely a formal
document do not plan to audit the ESG report
in the future, while auditors who believe the
ESG report has a real CSR impact are inclined
to audit these reports in the future.

A moderately strong relationship was also
confirmed between auditors’ willingness to au-
dit ESG reports and their plan to attend only
mandatory continuing professional education
at the Chamber of Auditors of the Czech
Republic (independence rejected with p <
0.001; Cramer’s coefficient is 0.42). Auditors
who intend to attend only mandatory con-
tinuing professional education on ESG at the
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Chamber of Auditors of the Czech Republic do
not plan to verify ESG reports. In contrast,
those who plan to utilise multiple information
channels to gain knowledge of ESG issues do
intend to verify these reports. A weak to
moderate dependence was confirmed regarding
questions on the nature of audit practice and
the formality of ESG reports (independence
rejected with p = 0.040; Cramer’s coefficient
is 0.23). Self-employed auditors are more likely
to view the ESG report as merely a formal
document, whereas auditors employed by audit
firms regard it as significant in terms of its
impact on corporate social responsibility.

The distribution of respondents according to
their answers was conducted using cluster anal-
ysis. The hierarchical agglomerative procedure
with standardised Euclidean distance between
objects and Ward’s distance between clusters
yielded the most reliable results. Utilising the
dendrogram, four clusters of respondents were
identified, as shown in Tab. 2. Cluster 4 cannot
be considered relevant for the interpretation of
the results, as it includes only three respon-
dents. These respondents did not show any
consistent pattern of responses; therefore, it was
not possible to determine the characteristics
of this group. For this reason, the fourth
cluster was excluded from further analysis and
interpretation.

Tab. 2: Distribution of respondents into clusters

Cluster Count Proportion (%)
1 54 66
2 12 15
3 13 16
4 3 4

Cluster 1 contains the vast majority of audit
firm employees who place greater importance on
ESG reports and recognise their real impact on
corporate social responsibility. Respondents in
this cluster confirmed that they consider all the
skills and personal characteristics listed in the
Professional Competency Matrix to be essential
for the ESG audit profession. Most members
of this group are actively preparing to audit
ESG reports and plan to expand their expertise

on ESG issues through additional information
sources. They also agree that ESG auditor
training should encompass all areas defined
in Article 8 of Directive 2006/43/EC of the
European Parliament and the Council.

Cluster 2 primarily consists of auditors op-
erating as sole proprietors who view ESG
reports as formal documents with little actual
impact on corporate social responsibility. This
group has the highest proportion of auditors
who only intend to participate in mandatory
continuing education through the Chamber of
Auditors and do not plan for any additional
ESG training. In terms of training program
content for ESG auditors, most respondents
believe that auditing standards for ESG reports
should be included. Half of them also consider
the inclusion of sustainability analysis to be
significant, while a smaller portion of this group
supports training on ESG reporting standards
and due diligence procedures. Respondents in
this group also affirmed that they regard all
the skills and personal characteristics outlined
in the professional competency matrix as im-
portant or quite important for the ESG audit
profession.

Cluster 3 consists solely of auditors working
for audit firms. An interesting aspect of this
group is its ambivalence on specific issues.
While the majority of respondents in this
cluster plan to pursue extended ESG training,
a notable proportion (40%) believes that the
ESG report is merely a formal document with
no genuine impact on corporate social responsi-
bility. Regarding preferences for ESG auditor
education, this group agrees that it should
encompass assurance and reporting standards.
Additionally, half of the respondents regard
sustainability analysis and due diligence prac-
tices as important. These auditors, although
not entirely optimistic about ESG, can be ex-
pected to participate in the verification of ESG
reports due to their employment relationship.
Concerning professional competencies, these
respondents view most skills as quite important
for the ESG audit profession. However, they
are neutral about certain qualities, such as the
ability to act bravely or exercise diplomacy.
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4 DISCUSSION

We are aware that questionnaire surveys can
have weaknesses that affect the quality and
reliability of the data collected. One of these
weaknesses is that many respondents do not
complete the questionnaire, leading to low
return rates and a potentially unrepresentative
sample. To reduce the risk associated with low
return rates, we have added an optional final
response to the questionnaire where auditors
can provide their email if they wish to receive
the survey results. This option has been in-
cluded to encourage auditors to complete the
survey. The structure and questions in the ques-
tionnaire are designed to be understandable
to all respondents, and it does not take much
time to complete. To complete and submit the
questionnaire, all questions must be answered
except question 2b, which is logically linked to
and elaborates on the previous question.

Another potential weakness is self-selection
bias, where auditors with strong opinions on
ESG issues are more likely to answer the ques-
tionnaire. To reduce self-selection bias, we em-
phasised in the introductory email the impor-
tance of having auditors who are sceptical or un-
decided about the issue complete the question-
naire, as well as the opportunity to gather views
from other colleagues in the profession regard-
ing its development. Professional education on
ESG is part of the mandatory educational top-
ics for all members of the Chamber of Auditors,
so we believe that developments on this matter
are important for all auditors, including those
who will not be auditing ESG in the future. To
avoid biased results, we added a question to the
questionnaire to determine the nature of the re-
spondent’s activities - whether they are an em-
ployee of the audit firm or a self-employed audi-
tor. This information will allow us to compare
the composition of respondents with the struc-
ture of the audit profession in the Czech Re-
public, and in the case of significant deviation,
we can apply data weighting. The possibility of
obtaining survey results also helps to mitigate
the risk of self-selection bias to some extent. The
sample of auditors contacted consists of all with

a published email address in the Register of
Auditors, regardless of their specialisation. For
this reason, the questionnaire distribution was
deliberately not conducted at conferences or
training sessions, where auditors with already
defined positions are present. We rejected the
distribution of questionnaires by post to the
published addresses of auditors listed in the
register. This is because the address is typically
the registered office of the audit firm where the
auditor is employed or the registered office of
the auditor’s sole proprietorship. Thus, it may
not be linked to a specific auditor, and there
is a risk that the respondent is not the statu-
tory auditor but another employee. We also
believe that distribution by post would result
in very low returns, with costs not justifying
the benefits, and this method could introduce
bias in the results. The selected distribution
of questionnaires via auditors’ email addresses
yields a representative sample that can be
generalised to the entire population of auditors.

The results of the study show the diversity of
opinions among auditors regarding ESG. While
auditors employed by audit firms demonstrate
greater interest in verifying ESG reports and
recognise their importance for corporate social
responsibility, self-employed auditors tend to be
more sceptical and view ESG reports as more
of an administrative formality. This difference
may stem from the nature of the audit engage-
ments that interest sole practitioner auditors,
leading to the expectation that they will audit
ESG reports to a lesser extent. Public interest
entities, large entities, or small and medium-
sized entities issuing securities subject to the
CSRD are predominantly audited by medium
or large audit firms. This assertion was affirmed
by a study conducted by Bakarich et al.
(2023), which examined the ESG reports of
companies in the “Top 100 Sustainable Com-
panies” rankings of The Wall Street Journal
and Investor’s Business Daily. They concluded
that ESG verifications were performed at most
international companies by BIG 4 audit firms
(57%).
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5 CONCLUSIONS

An important finding is that, although most
auditors recognise the significance of ESG
reporting, approaches to continuing education
differ among groups. Those preparing to audit
ESG reports often prefer broader training that
covers not only auditing and reporting stan-
dards but also sustainability analysis and due
diligence practices.

Many auditors working as employees of audit
firms, despite planning extended training in
ESG reporting and verification, along with most
intending to verify ESG reports, often hold a
negative view of ESG. Many believe that the
ESG report serves merely as a formal document
without real impact on corporate social respon-
sibility. This group of auditors includes many
who are not entirely convinced of the benefits
of these reports, even though they will receive
further education in this area, and most will
also audit these reports. These sentiments may
arise from their employment situation, wherein
audit firms encourage staff to pursue extended
ESG training to remain competitive and meet
client demands. However, auditors may perceive
ESG reporting as a tool introduced mainly for
regulatory purposes rather than for its genuine
value to investors or the public. Some auditors
also see ESG reporting as an underdeveloped
tool still in its formative stages. Consequently,
they may regard it as merely a formality
today, simultaneously acknowledging that their
role will evolve in the future, necessitating
preparation for changes within their profession.

The results of our research have highlighted
the potential impacts on ESG regulators them-
selves, auditors and audit firms, and companies
with ESG reporting obligations. ESG regulators
should assess, considering the concerns of statu-
tory auditors, whether the new requirements
and mandatory reporting standards place a
disproportionate administrative and financial
burden on companies relative to the anticipated
benefits. The most significant risk seems to
be for listed SMEs, which will engage in ESG
reporting in the third wave of CSRD imple-
mentation, with their first reporting period
beginning in 2028 under the Omnibus I and

II proposal, which postpones the original 2026
start date by two years.

For companies subject to the CSRD, manda-
tory ESG reporting and its verification by an
auditor pose a significant challenge due to
high data collection requirements, costs for staff
training, and the need for personnel resources,
as well as the use of external experts and
modern technology. According to a survey
conducted among statutory auditors in the
Czech Republic, 42.1% of statutory auditors
definitely will not verify ESG reports, and
26.1% of statutory auditors are still uncertain
about whether they will confirm these reports.
Suppose a large number of statutory auditors
exit the market, and medium and large audit
firms primarily handle the verification of ESG
reports. In that case, competition will dimin-
ish, leading to increased prices for verification
services.

In the Czech Republic and in most other EU
countries that have been obliged to implement
the CSRD Directive into national legislation,
only statutory auditors are authorised to verify
ESG reports. Thus, the verification of ESG
reports presents a significant opportunity for
auditors to expand their services. At the same
time, the verification of ESG reports brings
challenges in the form of high demands on
qualifications and other skills related to the
issue. Verification of ESG reports is a complex
discipline that often involves specific techni-
cal areas, such as the verification of carbon
footprint calculations. Additionally, auditors
are required to possess specific soft skills.
These skills and personal attributes have been
defined based on the literature (Popelková and
Svoboda, 2025), and research conducted among
statutory auditors has confirmed these skills as
crucial for the profession of ESG auditors. The
skills and areas of learning can guide future
ESG auditors on what areas to focus on in
their learning and development. They can also
inform professional chambers and educational
institutions about including courses related to
these areas and skills in ESG assurance within
their training programmes.
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We believe that the results of the research
will contribute to filling gaps in current research
and may have practical implications for audit
services, ESG regulation, and the implementa-
tion of the CSRD in Europe. The study has
mapped the views and attitudes of statutory
auditors towards ESG reporting and assurance,
and analysed their willingness to engage in
the assurance of ESG reports in the context
of new regulatory requirements. Identifying
the key competencies and training needs of
auditors concerning ESG assurance enables the
professional community to be better prepared
for the upcoming changes. A comparison of the

approaches of auditors employed by audit firms
and self-employed auditors revealed differences
in their perceptions and approaches to this new
area of assurance. The results of this research
thus contribute to the professional discussion
on the implementation of the CSRD and its
impact on the audit profession in the European
Union, while the specific view of the situation in
the Czech Republic may inspire other Member
States. The results of this study can serve as
a valuable source of information for regulators,
auditors, academics, professional chambers, and
companies themselves as they prepare to meet
the new ESG reporting requirements.
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8 ANNEX: ESG QUESTIONNAIRE FOR AUDITORS

1. In your opinion, ESG should be the main
focus of companies and should be subordi-
nated to the goal of maximising value for
owners/shareholders.

• YES
• NO
• ESG should be at the same level of interest

as value maximisation

2. In your opinion, the ESG/Sustainability Report
is only a formal document with no real impact
on CSR.

• YES
• NO
• Other:

2b. If, according to the previous question, the
ESG report is, in your opinion, only a formal
document, is there any way to make it not a
formal document? Please write your opinion.

3. Do you plan to audit sustainability reports in
addition to financial statements in the future?

• Definitely YES
• Absolutely NOT
• I don’t know

4. Where do you plan to acquire the necessary
knowledge for sustainability verification? (mul-
tiple check boxes)
• Self-study
• Webinars and courses at the Chamber of

Auditors of the Czech Republic
• Internal training within the audit company
• I plan to take only the compulsory CPV,

and I do not plan any further training in
this area

• Other:

5. Auditor training should include: (more than one
option can be ticked)
• Standards for sustainability reporting
• Standards for verifying sustainability re-

ports
• Sustainability analysis
• Due diligence procedures in relation to

sustainability issues
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6. In your opinion, what skills or personality traits
are important for the ESG auditor profession?
(Likert scale 1–5; where one means ‘not defi-
nitely crucial to the profession’, and five means
‘definitely important to the profession’)
• Adherence to ethical principles
• Systems Thinking
• Adaptability and flexibility
• Critical thinking and problem-solving skills
• Technological capability
• Interpersonal skills
• Versatility
• Toughness
• The ability to act bravely
• Decisiveness
• Independence
• Openness to improvement

• Consideration for the company cul-
ture/corporate environment

• Diplomacy
• Open mind
• Ability to perceive the specifics of the

company
• Mindfulness

7. You perform auditing activities as:
• Self-employed
• Employee of the auditing company

8. I am interested in receiving the results of this
research and would like to receive the results
of this research and would like to send them to
the following email address (please specify the
email address to which you would like to send
the research results – optional):
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ABSTRACT

This article examines whether investing in ESG impacts banks’ stock returns, aiming to illustrate
the value generated by ESG investment in the MSCI Emerging Markets Index. The fiscal year-end
data of thirty-five financial companies within the Index, covering the period from December 31,
2015, to December 31, 2022, have been utilised. The analysis employs a pooled panel regression
model utilising robust least squares estimation. Firm-specific and market-specific variables are
used as independent variables. We have observed a significant positive direct relationship between
the social pillar score and stock returns. Banks may initiate investments in social pillars in the
Index. In addition, firm-specific variables such as market capitalisation, return on equity, capital
adequacy, and price-earnings ratio influence the relationship between ESG pillar scores and stock
returns. We recommend that portfolio managers closely monitor improvements in ESG pillar
scores alongside firm-specific variables to predict banks’ stock returns in the index.
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1 INTRODUCTION

Since the implementation of the Paris Agree-
ment, there has been a discernible upward
trajectory in environmental, social, and gov-
ernance (ESG) investments. Corporations are
encouraged to pursue both financial and non-
financial objectives, anticipating long-term ben-

efits for investors and promoting societal wel-
fare through their influence on corporate prac-
tices and conduct.

ESG-based bank governance closely aligns
with the “stakeholder” perspective introduced
by Freeman (1984), which suggests it should
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enhance stakeholder satisfaction, improve finan-
cial performance, and increase firm value. How-
ever, investing in ESG entails associated costs.
Therefore, a delicate balance between costs and
benefits should be maintained. Otherwise, over-
investment in ESG reduces profitability and
detracts from firm value by diverting limited
resources away from investment (Alexander
and Buchholz, 1978; Barnea and Rubin, 2010).
Banks, a pivotal entity within the financial
sector, assume an essential role in sustainable
development. Therefore, investors must pri-
oritise sustainable and responsible investment
practices by analysing corporate social respon-
sibility, corporate governance frameworks, and
environmental concerns when making deci-
sions regarding investments in banking stocks
(Nizam et al., 2019). Furthermore, sustainabil-
ity reporting is increasingly being recognised
on a global scale, as stakeholders express a
heightened demand for transparency concerning
environmental, social, and governance (ESG)
issues (Buallay, 2019). Sustainable firms strive
to enhance their financial results while also
meeting their environmental and social obliga-
tions (Pedersen et al., 2021). Although envi-
ronmental and social responsibility do not have
a direct correlation with corporate financial
outcomes, they connect firms with essential
stakeholders (Feng et al., 2022). Meeting ESG
responsibilities can help build positive stake-
holder relationships (Raghunandan and Raj-
gopal, 2022). Investors who adopt the value
investing philosophy are particularly concerned
with corporate sustainability prospects, as they
view firms that surpass in ESG performance as
possessing greater potential for value increase
(Albuquerque et al., 2018).

A relevant question concerns the ESG in-
vestment expectations we have of banks as
a key driver of growth within emerging mar-
kets. Green banking encompasses sustainable
banking practices, with a particular emphasis
on environmental concerns. It is also closely
linked to sustainability or ESG (environmental,
social, and governance) factors, which banks
are increasingly emphasising. Climate change
remains the most prominent goal integrated
into banking institutions’ sustainability strate-

gies. Banks are increasingly incorporating en-
vironmental sustainability considerations into
their services, including lending, investment,
and portfolio management, notably through
financing renewable energy projects and issuing
green bonds. This does not mean that financial
institutions are abandoning profit maximisa-
tion; instead, they seek to optimise profits
while prioritising environmental sustainability
(Statista, 2024a). Since ESG investment incurs
costs, it should also create value. To serve this
purpose, our study examines the impact of ESG
pillar scores on the stock returns of banks in the
emerging market index.

Furthermore, ESG investments should be
financed in the same manner as other long-term
investments. To this end, corporations have
issued green and social bonds. Green bonds are
fixed-income instruments specifically created to
fund climate and environmental initiatives. The
capital required to finance ESG initiatives leads
to an increase in the issuance of green and
social bonds. In 2023, China issued over 83
billion U.S. dollars in green bonds, making it
the leading country in the world. Germany was
second with 67 billion U.S. dollars, followed by
the United States with 60 billion U.S. dollars.
The United Kingdom ranked fourth, with green
bonds worth 33 billion U.S. dollars, and Italy
was fifth, with green bonds worth 30 billion
U.S. dollars (Statista, 2024b). From 2012 to
2023, China emerged as the primary emerging
market for green bond issuance, with nearly
$300 billion issued. India, Brazil, Chile, and the
United Arab Emirates ranked as the subsequent
largest issuers following China (Statista, 2025).
Social bond issuance, in terms of value, is not
as high as that of green bonds.

This empirical study examines the impact of
ESG pillar scores on the stock returns of banks
within the MSCI Emerging Market Index, con-
trolling for banking financial ratios. Moreover,
market-specific factors such as interest rates,
exchange rates, and the Dow Jones Banking
Index are considered as independent variables.
The objective is to establish whether each ESG
pillar score has a positive correlation with
stock returns, thereby demonstrating the value
created by ESG investments. If the hypothesis
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holds, investing in ESG pays back the firm, and
investors can reap the benefits of sustainable
stocks. Investors in emerging markets can mon-
itor changes in banks’ ESG pillar scores and
utilise this information to forecast future shifts
in banks’ market value.

The following section explores the literature,
section three introduces the data, section four
includes the empirical study, section five dis-
closes the findings, and section six concludes the
paper.

2 LITERATURE REVIEW

2.1 Theoretical Framework on
ESG Investments

In the prior literature, several theories have
examined the impact of ESG scores on stock
returns. Two main theories forecast the link
between ESG and a company’s financial per-
formance: stakeholder theory and trade-off the-
ory. These theories present contrasting predic-
tions, each backed by empirical evidence. The
resource-based view of the firm and stewardship
theory fall under the umbrella of stakeholder
theory, yielding similar predictions. Agency
theory offers predictions comparable to those
found in trade-off theory.

Stakeholder theory examines the link be-
tween firm performance, such as stock returns,
and ESG scores. In recent years, investors
have raised their expectations of businesses,
seeking outcomes beyond mere monetary gains
(Abrams et al., 2021). The stakeholder theory
highlights that businesses bear responsibilities
not only to their shareholders but also to var-
ious other stakeholders. To build a sustainable
firm, enterprises must fulfil their responsibilities
to stakeholders. If they do so, the firm’s stake-
holders will support it because it adopts a stake-
holder approach (Yin et al., 2023). Firms can
develop stronger relationships with stakeholders
and foster trust more efficiently by providing
high ESG performance (Hwang et al., 2021).

The resource-based view suggests that ESG
initiatives are strategic investments. These in-
vestments enable a firm to achieve a competitive
advantage by developing unique skills that are
hard to imitate (Russo and Fouts, 1997). El
Khoury et al. (2023) noted that sustainable
practices that mitigate adverse environmental
impacts are regarded as valuable resources for

banks to invest in, consequently enhancing their
competitive advantage and improving financial
performance (FP). Consequently, enhancing
ESG is likely to lead to improved financial
performance (Ruf et al., 2001).

Stewardship theory views managers as stew-
ards of the firm, committed to maximising
its long-term value while addressing the di-
verse interests of all stakeholders. Managers
participate in ESG initiatives to enhance rela-
tionships among various stakeholders, including
employees, customers, suppliers, and commu-
nities, thereby fostering positive business en-
vironments (Barnett, 2007; Jo and Harjoto,
2011). The primary objective of a business is
to enhance profitability while concurrently ad-
dressing its societal responsibilities. Adikaram
and Holcomb (2024) propose that financial in-
stitutions with a comprehensive focus on social
practices attain superior financial performance,
attributable to a stronger competitive advan-
tage and an augmented corporate reputation.

Barak and Sharma (2024) state that financial
institutions are deemed “knowledge-intensive”
due to their increased dependence on intan-
gible assets, such as customer trust, employee
capabilities, and connections. This intellectual
capital empowers organisations to create value
and bolster their competitive advantage. Har-
joto and Jo (2011) have examined firms within
the Russell 2000, S&P 500, and Domini 400
indices from 1993 to 2004. Researchers’ results
revealed that effective corporate governance
mitigates conflicts of interest between man-
agers and both investing and non-investing
stakeholders. This improvement in governance
subsequently enhances the firm’s operating
financial performance and increases its overall
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value. Heightened ESG activity is expected to
enhance the firm’s value.

Furthermore, investors show a stronger in-
clination to invest in stocks with high ESG
scores, likely influenced by institutional man-
dates (Chava, 2014) and an increasing interest
in integrating ESG considerations into invest-
ment strategies. As a result, equities with low
ESG scores are more likely to be overlooked,
whereas those with strong ESG scores might
attract greater interest (Chen et al., 2020).
In simpler terms, stock returns do not solely
dictate portfolio decisions.

The trade-off theory considers ESG initia-
tives as a potentially inefficient allocation of
resources. Funds directed towards ESG initia-
tives might have been utilised more efficiently
by the firm. This perspective contends that
managers should maximise the firm’s value
and refrain from considering societal well-being
(Friedman, 1970). Agency theory provides pre-
dictions similar to those of trade-off theory. As
representatives of shareholders, firm executives
are often inclined to prioritise their interests,
such as funding expensive ESG initiatives to
enhance their status according to the principal-
agent theory (Jensen and Meckling, 1976).
Consequently, stock returns may decline as a
firm diverts its attention from shareholder value
to self-interest. In this context, ESG practices
are found to be negatively correlated with firm
value (Yin et al., 2023).

2.2 ESG Investment and Bank Value

In emerging markets, the banking sector plays a
significant role in fostering economic growth by
effectively mediating between capital suppliers
and demanders (Levine, 2005). Banks require
considerably more resources compared to non-
financial firms, leading to increased expecta-
tions for them to provide societal advantages.
In cases of insolvency, banks are more likely
to receive government bailouts, which taxpayers
often finance. As a result, their operations are
typically subject to heightened monitoring from
regulators, the public, and the media.

Nonetheless, we presently possess only a
limited understanding of how investors as-

sess banks’ ESG initiatives. Buallay (2019)
highlights a favourable link between the ESG
activities of European banks and their value.
Finger et al. (2018) investigate the relationship
between the Equator Principles and bank per-
formance, pointing out that banks in develop-
ing nations adopt the Equator Principles for
strategic reasons. ESG initiatives can enhance
value by strengthening the connection between
a bank and its stakeholders, while also increas-
ing transparency. Banks that achieve higher
ESG ratings may be perceived as lower risk
(Broadstock et al., 2021) and could outperform
the market during times of crisis (Takahashi
and Yamada, 2021). Conversely, if a bank
participates in few ESG activities, it may
inadvertently convey its quality to prospective
minority shareholders and bondholders. This
idea aligns with stakeholder theory. Bhaskaran
et al. (2023) have addressed the role of gover-
nance and social initiatives on value creation
in banking sector firms. The study covered 472
global banks. The study has demonstrated that
intense social and governance activities have a
positive influence on market valuations. Well-
capitalised banks are more likely to invest in
social initiatives.

Investing excessively in ESG initiatives may
diminish a bank’s value due to the opportunity
costs associated with it. After high-net-present-
value projects are fully utilised, each subsequent
ESG effort is likely to yield decreasing returns
(Wang et al., 2008; Haans et al., 2016). This
notion supports the trade-off theory. The asso-
ciation between ESG and bank performance is
non-linear.

2.3 ESG Investment Transmission
Mechanism for Banks

ESG initiatives can impact bank performance
through three primary channels, including the
cost of capital, cash flow, and operational
efficiency.

Firstly, the implementation of ESG initiatives
can impact the cost of capital. ESG initiatives
ought to lessen conflicts among stakeholders
and alleviate information asymmetry (Perrini et
al., 2011). This expectation is further supported
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by Healy and Palepu (2001), who show that
companies participating in ESG activities incur
lower monitoring expenses. Cui et al. (2018)
highlight a negative correlation between ESG
and information asymmetry. Reducing informa-
tion asymmetry is expected to boost demand
for the bank’s shares or bonds (Merton, 1987;
Heinkel et al., 2001; El Ghoul et al., 2011).
Reducing capital costs can help offset the ex-
penses associated with ESG activities. El Ghoul
et al. (2011) emphasise the inverse relationship
between sustainability reporting and the cost
of capital. Dinçer et al. (2014) analysed banks
traded on the Borsa Istanbul. Researchers have
found that corporate governance lowers the cost
of capital because it minimises uncertainties
and reduces resource costs.

Secondly, implementing ESG initiatives can
affect cash flow. A bank’s financial con-
straints often stem from its inability to secure
favourable borrowing rates or a lack of incen-
tives for individuals to deposit their money.
When facing significant financial limitations, a
bank is forced to forgo profitable opportunities.
Conversely, a bank with minimal or no capital
constraints can invest in any projects that
generate positive NPVs (Cheng et al., 2014).
As a result, this boost in investment towards
positive NPV projects is expected to enhance
the bank’s cash flow. Implementing strategies
aimed at alleviating financial constraints may
boost the funds available for investment. Hen-
nessy and Whited (2007) suggest that minimis-
ing information asymmetry can further alleviate
a bank’s financial barriers. Consequently, this
allows banks to extend more loans, resulting
in increased cash flow (Chauhan and Kumar,
2018). Shakil et al. (2019) have analysed how
ninety-three banks’ ESG performance influ-
enced their financial outcomes in emerging mar-
kets from 2015 to 2018. Researchers’ findings
reveal a positive correlation between banks’
environmental, social performance and finan-
cial performance. However, governance perfor-
mance has no apparent effect. Researchers at-
tribute the lack of impact from the governance
component to the weak corporate governance
practices prevalent among emerging market

banks and the insufficient legal and regulatory
pressure from oversight bodies. Additionally,
they recommend that top management pri-
oritise investments in the environmental and
social aspects, which could enhance the banks’
future cash flow. Jo et al. (2015) examined the
link between environmental risk investments
and operational performance improvements in
the banking sector across twenty-nine countries
from 2002 to 2011. They found that miti-
gating environmental risk typically takes one
to two years before it has a positive impact
on return on assets. Essentially, investing in
environmental initiatives leads to a return on
investment. Moreover, this reduction has a more
immediate positive effect on banks in well-
developed financial markets, such as North
America, compared to those in less-developed
markets, such as the Asia Pacific. According
to Tian et al. (2025), green financing enhances
banks’ market valuation by lowering credit
risk and boosting prospects for future cash
flows. Ultimately, their study demonstrated
that green credit is a valuable tool for financial
institutions operating in developing countries,
such as China, where legal frameworks and
environmental regulations may not be as well-
developed as those in more advanced nations.

Ultimately, the bank’s efficiency may be influ-
enced by its adoption of ESG initiatives. Porter
(1991) suggests that companies participating
in ESG endeavours are likely to experience
reduced expenses stemming from forthcoming
regulations. Garriga and Melé (2004) ascer-
tain that sustainable companies that pursue
heightened product and strategic innovation
can decrease costs. These insights indicate that
engagement with ESG practices may augment
the operating margin. Ahmad et al. (2024)
examined whether an ESG policy boosts the
innovation capacity, innovative activities, value
creation, and financial performance of com-
panies. The researchers found a significantly
positive relationship between social and envi-
ronmental performance and business sustain-
ability, indicating that a business’s economic
performance and its ability to create societal
value are closely intertwined.
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The literature investigates the relationship
between market-specific variables and banking
stock returns, as well as firm-specific variables.

The association between stock prices and
nominal interest rates highlights how investors
adjust their portfolios between stocks and
bonds. When interest rates rise, investors are
incentivised to shift their portfolios toward
bonds, and the opposite occurs when interest
rates fall. Consequently, an increase in interest
rates typically leads to a decrease in stock prices
(Hashemzadeh and Taylor, 1988). On the other
hand, studies have found a positive relation-
ship between interest rates and stock prices.
Asprem (1989) attributes a positive relationship
between interest rates and stock returns to
small, illiquid financial markets, which are often
observed in the stock exchanges of emerging
countries. Barsky (1989) elucidates the positive
relationship between interest rates and stock
prices, referring to the concept of a changing
risk premium. For instance, a reduction in inter-
est rates may occur due to increased risk, lead-
ing investors to substitute risky assets, such as
stocks, for less risky assets, such as bonds or real
estate. Hashmi and Chang (2023) found that,
over time, foreign direct investment (FDI), the
trade balance, and the industrial production in-
dex (IPI) significantly influence emerging stock
indices. In the short term, the effects of FDI,
the consumer price index, interest rates, and the
exchange rate vary under bullish, bearish, and
normal conditions in emerging stock markets.

Branson and Henderson (1985) stated that
the relationship between exchange rates and

stock returns is well-established within theoret-
ical frameworks. The Portfolio Balance Theory
posits a negative correlation between the two,
attributed predominantly to investor behaviour
focused on achieving international portfolio di-
versification. Investors typically reallocate their
assets from countries with lower stock returns
to those with higher returns. As a result,
exchange rate appreciation frequently signifies
lower stock returns, whereas exchange rate
depreciation implies higher-yielding stocks.

A notable trend toward liberalisation has
accelerated the integration of global financial
markets. Syllignakis and Kouretas (2010) have
analysed the long-term relationships between
emerging European stock markets and two
established markets: Germany and the United
States. The findings demonstrate that the finan-
cial interconnections between these emerging
and global markets have intensified.

Bai et al. (2023) analysed the global finan-
cial market sentiment concerning stock returns
during the COVID-19 pandemic. Researchers
indicated that an escalation of the epidemic
negatively impacted the stock market. Con-
versely, an increase in financial market senti-
ment is associated with improved stock market
returns, even amidst the most severe phases of
the pandemic.

This study advances the current literature
by providing a detailed analysis of how in-
vestments in Environmental, Social, and Gov-
ernance (ESG) factors influence banks’ stock
returns within the MSCI Emerging Markets
Index.

3 DATA

This empirical paper uses environmental, social,
and governance (ESG) pillar scores (E score,
S score, G score) of thirty-five banks in the
MSCI Emerging Markets Index between 2015
and 2021. The one-year lag of ESG pillar data of
banks is used as the independent variable since
the score’s contribution to financial perfor-
mance is more noticeable (Xu and Zhu, 2024).
The MSCI Emerging Markets Index includes

banks from the Czech Republic, Egypt, Greece,
Hungary, Kuwait, Poland, Qatar, Saudi Arabia,
South Africa, Türkiye, and the United Arab
Emirates. Stock returns were used as dependent
variables for banks between 2016 and 2022.
We used the following formula to compute the
return. Return of an asset:

Pt+1 − Pt

Pt
, (1)
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where Pt+1 is the price of the asset at time t+1
and Pt is the price of the asset at time t.

Between 2016 and 2022, non-performing as-
sets to total loans (NPL), efficiency (ER), cap-
ital adequacy (CAR), return on equity (ROE),
price-to-book (P/B), price-earnings (P/E) ra-
tios, and market capitalisation (MCAP) for
banks are used as firm-specific control vari-
ables. Country interest rates (I), exchange
rates (EXR), and the Dow Jones banking
index (DJ) are used as market-specific inde-
pendent variables for the same period. For
bank valuation, the most frequently used ratios
in academic studies and practice are P/B,
ROE, ER, CAR, and the NPL ratio. These
jointly measure profitability, risk, and capital
strength—key drivers of the bank market value.
Researchers used the same firm-specific ratios
are Louzis et al. (2012); Čihák and Hesse (2010);
Staikouras and Wood (2004); Fiordelisi (2007);
Mamatzakis and Bermpei (2014); Berger et al.

(2009); Demirgüç-Kunt et al. (2013); Berger
and Humphrey (1997); Athanasoglou et al.
(2008); Demirgüç-Kunt and Huizinga (1999).
Researchers utilised the same market-specific
variables include Demirgüç-Kunt and Huizinga
(1999), Altunbas et al. (2018), Borio et al.
(2017), García-Herrero et al. (2009), Tan and
Floros (2012), and Athanasoglou et al. (2008).
Dummy variables are also considered indepen-
dent variables. Moreover, the research high-
lights the transformative effects of the recent
pandemic on the relationship between ESG pil-
lar scores and stock performance. Furthermore,
we have thoughtfully divided the banks into two
distinct groups—EU and non-EU—enabling a
deeper examination of potential disparities and
legislative differences that may impact their
performance.

Daily data have been retrieved from
investing.com and the Bloomberg database.

4 EMPIRICAL STUDY

This study employs pooled regression, a mod-
elling technique useful when detailed moni-
toring at various levels is required. Pooling
increases the number of observations, which
enhances the robustness of estimates and makes
it feasible to analyse regionally oriented activ-
ities. However, pooled regression assumes that
the average of stacked regions is the same, an
assumption that may not always hold in prac-
tice. To address issues that may compromise
the reliability of ordinary least squares (OLS)
estimators, such as the presence of outliers,
non-normal error terms, or heteroskedasticity,
we employ robust regression techniques, specif-
ically M-estimators. These estimators reduce
the influence of extreme observations that could
disproportionately impact standard regression
estimates. Our dataset, which includes ESG
indicators and financial variables for EU and
non-EU firms across both pandemic and non-
pandemic years, features several variables (e.g.,
ROE, MCAP, NPL) susceptible to outliers or
skewed distributions. Furthermore, the model
comprises multiple interaction terms and lagged

variables, increasing the likelihood of multi-
collinearity and estimation sensitivity. In such
contexts, robust regression provides more stable
and reliable coefficient estimates than tradi-
tional OLS.

4.1 Robust Regression with
M-Estimators

M-estimators form a class of robust regres-
sion techniques that minimise the sum of a
chosen function θ(·) applied to residuals. This
technique reduces the impact of outliers by
assigning them lower weights in the estimation
process.

Formally, the goal is to estimate the param-
eter θ of the distribution P of observations
X1, . . . , Xn.

A criterion θ → Mn(θ) is defined in terms of
functions mθ : X → R:

Mn(θ) = Pnmθ (2)
The M-estimator is then defined as:

θ̂ = argmax θ∈ΘMn(θ) (3)
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This approach improves the robustness of co-
efficient estimates in the presence of deviations
from standard regression assumptions.

4.2 Model Specification

The empirical model estimates the relationship
between stock returns and ESG performance,
controlling for key financial indicators and
macroeconomic variables. We specify a pooled
regression with interaction terms to capture
how financial performance moderates the im-
pact of ESG dimensions:

SRit = β0 +

3∑
j=1

βj · ESG(j)
i,t−1 +

+

3∑
j=1

7∑
k=1

γjk · ESG(j)
i,t−1 · FINk

it +

+ θ′ · MACROt +

+ λ1 · D1 + λ2 · D2 + ϵit,

(4)

where:
• SRit denotes the stock return for firm i at

time t,
• ESG(j)

i,t−1 includes the lagged Environmen-
tal, Social, and Governance scores (with j =
1, 2, 3 representing ENV, SOC, and GOV,
respectively),

• FINk
it represents six firm-level financial char-

acteristics: the price-to-book ratio (PB), ef-
ficiency ratio (ER), return on equity (ROE),
non-performing loans to total loans (NPL),
capital adequacy ratio (CAR), the price-
earnings ratio (PE), and market capitalisa-
tion (MCAP).

• MACROt is a vector of macroeconomic con-
trol variables: the interest rate (I), exchange
rate (EXR), and Dow Jones Banking Index
(DJ),

• D1 is a dummy variable equal to 1 for EU
corporations and 0 otherwise,

• D2 is a dummy variable equal to 1 for
pandemic years and 0 for non-pandemic
years,

• ϵit is the error term.

4.3 Variable Descriptions

The financial ratios used as control variables are
defined as follows.

The non-performing assets to total loans
(NPL) ratio measures a bank’s health and
efficiency. It helps identify problems with asset
quality in the loan portfolio. Bloomberg calcu-
lates the ratio as:

Non-performing Assets
Total Loans

· 100.

The efficiency ratio (ER) measures costs com-
pared to revenues. Bloomberg calculates the
efficiency ratio of banks as:

Operating Expenses
Net Interest Income

+ Commissions & Fees Earned
+ Other Operating Income (Losses)
+ Trading Account Profits (Losses)
+ Gain/Loss on Investments/Loans

+ Other Income (Loss)
− Commissions & Fees Paid

+ Taxable Equivalent Adjustment
or Net Revenue

− Net of Commissions Paid

· 100.

The total risk-based capital ratio also called the
capital adequacy ratio (CAR), protects a bank
from insolvency. It is calculated by dividing the
total risk-based capital by risk-weighted assets.
The Bank of International Settlements in Basel
requires a minimum total capital ratio of 8%.
The Return on Common Equity (ROE) reveals
how much profit a company generates with the
money shareholders have invested. Bloomberg
calculates the ratio as:

Net Income Available
for Common Shareholders

Average Total Common Equity
· 100.

The price-to-book ratio (P/B) analyses the
market value of the firm’s investments with
their cost. Book value per share reflects histori-
cal costs. To calculate the P/B ratio, Bloomberg
divides the last market value per share by
the book value per share. The Price-Earnings
Ratio (P/E) is a crucial metric that showcases
the market’s willingness to pay for every unit
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of current earnings. A higher P/E ratio is
usually indicative of a company’s immense
growth potential in the future. Nevertheless,
a price-earnings ratio (PE) that is too high
may not be attractive for investors because
the possibility of capital gains will be smaller.
To calculate the P/E ratio, Bloomberg divides
the last price per share by the earnings per
share. Furthermore, the earnings per share
is computed by dividing the net income by
the outstanding shares. Market capitalisation

(MCAP) is the total current market value of
a company’s outstanding shares, stated in the
pricing currency. Capitalisation is a measure of
corporate size. Current market capitalisation is
calculated as:

Current Shares Outstanding · Last Price.

The Dow Jones Banking Index is designed to
measure the performance of U.S. companies in
the banking sector.

5 FINDINGS

Tab. 1: Regression result (dependent variable: SR)

Variable Coefficient Std. error p-value
Intercept (C) −0.010259 0.042202 0.8079
ESG Pillar Scores
ENV 0.628324 0.322857 0.0516*
SOC 0.109246 0.055343 0.0484**
GOV −0.058346 0.035572 0.1010
Interaction Terms: ENV
ENV×PB −0.206780 0.044813 0.0000***
ENV×ER −0.002384 0.002487 0.3377
ENV×ROE 0.016849 0.001838 0.0000***
ENV×NPL −0.003533 0.005239 0.5000
ENV×CAR −0.027033 0.014266 0.0581*
ENV×PE 0.001698 0.004252 0.6897
ENV×MCAP −0.199567 0.046924 0.0000***
Interaction Terms: SOC
SOC×PB 0.003628 0.008958 0.6855
SOC×ER −0.000498 0.000545 0.3601
SOC×ROE −0.002111 0.000923 0.0222**
SOC×NPL 0.000572 0.001186 0.6295
SOC×CAR −0.004090 0.002068 0.0479**
SOC×PE 5.98e−05 0.000419 0.8865
SOC×MCAP 0.063603 0.015498 0.0000***
Interaction Terms: GOV
GOV×PB −0.003245 0.005712 0.5700
GOV×ER 0.000202 0.000367 0.5825
GOV×ROE 0.001216 0.000612 0.0468**
GOV×NPL −0.000301 0.000550 0.5838
GOV×CAR 0.002030 0.001338 0.1293
GOV×PE −6.37e−05 0.000228 0.7795
GOV×MCAP 0.096346 0.010604 0.0000***

Variable Coefficient Std. error p-value
Macro-level Terms
I 0.883022 0.263343 0.0008***
EXR −0.613444 0.126355 0.0000***
DJ 0.085103 0.043291 0.0493**
D1 (Dummy) −0.000820 0.032365 0.9798
D2 (Dummy) 0.051802 0.023399 0.0268**
Model Statistics
R-squared 0.576905
Rw-squared 0.845829

Note: Coefficients are reported with standard errors in
parentheses below. Significance levels: *** p < 0.01, **
p < 0.05, * p < 0.10.

Based on Eq. 1, the results of the regression in
Tab. 1 are discussed below.

5.1 The Baseline Effect of the ESG
Pillar on Stock Returns

The regression results demonstrate a signifi-
cant direct positive relationship between the
environmental pillar score (ENV) at the 10%
level, the social pillar score (SOC) at the 5%
level, and the stock return (SR). However, there
is no significant direct relationship between
the governance pillar score (GOV) and the
stock return (SR). The findings for the social,
environmental, and governance pillar scores
align with Shakil et al. (2019) and Ahmad et
al. (2024) in the literature section. Shakil et
al. (2019) have analysed the ESG performance
of banks in emerging markets. Their findings
reveal a positive correlation between banks’
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environmental and social performance and their
financial outcomes. However, governance per-
formance appears to have no significant effect.
The researchers attribute the absence of impact
from the governance component to the weak
corporate governance practices common among
banks in emerging markets, as well as the insuf-
ficient legal and regulatory pressures exerted by
oversight bodies. Furthermore, they recommend
that top management prioritise investments
in environmental and social initiatives, which
could potentially enhance the banks’ future
cash flows. Ahmad et al. (2024) examined
whether an ESG policy improves a company’s
innovation capacity, innovative activities, value
creation, and financial performance. The re-
searchers identified a markedly positive rela-
tionship between social and environmental per-
formance and business sustainability, indicating
that a company’s economic results are closely
linked to its capacity to generate societal value.

5.2 The Relationship Between the
ESG Pillar and Stock Returns
with Control Variables

When the market capitalisation (MCAP) effect
is removed from the social capital (SOC)
pillar concerning stock returns, the positive
relationship between the social pillar and stock
returns becomes more significant compared to
the direct relationship between the social pillar
and stock returns. However, the impact of
the social pillar on stock returns is slightly
less pronounced than the direct relationship.
Businesses with high market capitalisation are
more liquid and can invest in sustainability-
related initiatives. When we exclude the impact
of market capitalisation, the costs of ESG
initiatives for firms become apparent. This
result aligns with those of Friedman (1970),
Jensen and Meckling (1976) and Yin et al.
(2023) in the literature.

Friedman (1970) asserted that the principal
obligation of managers is to serve the inter-
ests of shareholders. Participation in “socially
responsible” initiatives (for example, pollu-
tion reduction and charitable contributions) is
deemed justified solely when such actions also

enhance long-term shareholder value. Other-
wise, managers are essentially “taxing” share-
holders, employees, or customers without their
approval. Today, this idea remains central,
but is challenged by stakeholder theory and
ESG-driven perspectives. As representatives of
shareholders, corporate executives often tend to
prioritise their own interests, such as allocating
funds to costly ESG initiatives to elevate their
status, in accordance with the principal-agent
theory (Jensen and Meckling, 1976). Conse-
quently, stock returns may decline as a firm
shifts its focus from shareholder value to self-
interest. Within this context, ESG practices
are demonstrated to have a negative correlation
with firm value (Yin et al., 2023).

When the capital adequacy (CAR) and re-
turn on equity (ROE) effects are removed from
the social pillar (SOC) regarding stock returns,
the previously positive association between the
social pillar score and stock returns shifts to
a negative one. This could be attributed to
well-capitalised banks being more likely to
invest in social initiatives. This result is similar
to that of Bhaskaran et al. (2023) in the
literature section. CAR protects a bank from
insolvency during economic downturns. Banks
with a high Capital Adequacy Ratio are better
positioned to withstand various forms of risk.
Well-capitalised banks are more likely to invest
in social initiatives. When the influence of
CAR is excluded from consideration, the costs
associated with banks’ social initiatives become
evident.

When the effects of the price-to-book ratio
(P/B) and market capitalisation (MCAP) are
excluded from the environmental pillar score
concerning stock returns, the previously pos-
itive association between the environmental
pillar score and stock return shifts to a negative
one, and this change is statistically more signifi-
cant. The observed finding may be attributed to
the short-term costs associated with investing
in environmental initiatives. This finding aligns
with the work of Friedman (1970) and Yin et
al. (2023) in the literature. When the impact
of the return on equity (ROE) is neutralised
from the environmental pillar score in relation
to stock return, the relationship between the
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environmental score and stock return is slightly
lower but still positive and significantly stronger
compared to the direct relationship between
return and environmental score. The finding
may stem from reduced environmental risks,
positively impacting ROE, as noted by Jo et al.
(2015) in the literature section. Consequently,
investors value this development, leading to an
increase in stock prices. Jo et al. (2015) found
that mitigating environmental risk typically
requires a period of one to two years before
yielding a positive effect on the return on
equity. Fundamentally, investments in environ-
mental initiatives generate a return on equity.
Moreover, this risk mitigation exerts a more
rapid positive influence on banks operating
within well-developed financial markets relative
to those in less developed markets.

As mentioned before, the regression results
show no significant direct relationship between
the governance pillar score (GOV) and the
stock return (SR). However, when the effects
of market capitalisation (MCAP) and return on
equity (ROE) are controlled for the GOV score
concerning stock returns, there is a statistically
significant positive relationship between the
governance pillar score and stock returns. These
findings resemble those of Wang et al. (2008)
and Haans et al. (2016) in the literature section.
As stated by Wang et al. (2008) and Haans
et al. (2016), the relationship may stem from
investing excessively in ESG initiatives, which
could reduce a bank’s value due to opportunity
costs. After high-net-present-value projects are
fully utilised, each additional ESG effort is
likely to generate diminishing returns.

5.3 The Relationship Between the
Macro Variables and Stock
Returns

The regression result also includes the impact
of market-specific variables on banking stock
returns. The interest rate and the stock return
have a significant positive relationship. This
finding is similar to those of Asprem (1989),
Hashmi and Chang (2023) and Barsky (1989)
in the literature section.

Asprem (1989) links a positive relationship
between interest rates and stock returns to
small, illiquid financial markets, which are often
found in the stock exchanges of emerging coun-
tries. Meanwhile, Barsky (1989) explains the
positive correlation between interest rates and
stock prices by examining fluctuations in risk
premiums. For instance, a decline in interest
rates may occur due to increased risk, leading
investors to shift from riskier investments, such
as stocks, to safer assets, like bonds or real
estate.

The exchange rate and the stock return have
a significant negative relationship. The finding
is associated with Portfolio Balance Theory and
is similar to that of Branson and Henderson
(1985) in the literature section. As Branson and
Henderson (1985) state, investors usually reallo-
cate their assets from countries with lower stock
returns to those with higher returns. As a result,
exchange rate appreciation often indicates lower
stock returns, while exchange rate depreciation
suggests higher-yielding stocks.

The Dow Jones banking index and stock
returns have a significant positive relationship.
This finding is similar to Syllignakis and Koure-
tas (2010) in the literature section, and due
to a notable trend toward liberalisation, has
accelerated the integration of global financial
markets.

5.4 The Relationship Between the
Dummy Variables and Stock
Returns

In our regression model, we have incorporated
two dummy variables. One variable assesses
the influence of pandemic and non-pandemic
periods. At the same time, the other examines
potential disparities between EU and non-
EU companies to encompass any regulatory
distinctions that could impact the correlation
between ESG pillar score and stock returns. The
regression result indicates a significant positive
relationship between the pandemic years and
stock returns. This finding aligns with Bai
et al. (2023) in the literature. The regression
results do not indicate a significant relationship
between EU and non-EU stock returns.
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The coefficient of determination of the Ro-
bust least squares (R-squared) in our model
indicates that when the control variables are

included, the independent variables (E, S, G,
I, EXR, DJ, and dummy variables) can explain
0.84 of the variation in the stock return.

6 CONCLUSIONS

This article aims to assess whether each ESG
pillar score has a positive relationship with
stock returns for banks across the MSCI
Emerging Markets Index, thereby demonstrat-
ing the value generated by investing in ESG.
Additionally, the study examines the impact
of market-specific variables on the returns of
banking stocks. Moreover, the research high-
lights the transformative effects of the recent
pandemic on the relationship between ESG
pillar scores and stock performance. Finally, we
have thoughtfully divided the banks into two
distinct groups—EU and non-EU—enabling a
deeper examination of potential disparities and
legislative differences that may impact their
performance.

The regression results demonstrate a signifi-
cant direct positive relationship between the en-
vironmental pillar score (ENV), the social pillar
score (SOC), and the stock returns (SR). Banks
might pursue investments in social initiatives,
as the advantages of investing in the social pillar
outweigh the associated costs. Additionally,
banks should evaluate market capitalisation,
capital adequacy, and return on equity metrics
before engaging in social pillar investments.
Investors may recognise social initiatives, and
as a result, increase their demand for the
stock, since banks rely on intangible assets
such as customer trust, employee skills, and
professional relationships with clients. While
banks are considered among the most environ-
mentally conscious industries, they could also
invest in eco-friendly initiatives as a secondary
option. Furthermore, banks should evaluate the
price-to-book ratio, market capitalisation, and
return on equity metrics before investing in such
initiatives, as these metrics influence the sign of
the relationship between each ESG pillar and
stock returns.

There is a statistically significant indirect
positive relationship between the governance
pillar score and stock returns. Banks should

evaluate the market capitalisation and return
on equity metrics before investing in the gover-
nance pillar, as these metrics influence the sign
of the relationship between each ESG pillar and
stock returns.

Furthermore, the study examines market-
specific factors that may impact stock returns.
The regression results reveal a significant pos-
itive relationship between interest rates and
stock returns. This could be due to the illiquid
financial markets often observed in the stock
exchanges of emerging countries. Additionally,
a decline in interest rates may occur as a result
of increased risk, prompting investors to shift
from riskier assets like stocks to safer assets
such as bonds or property. The relationship
between exchange rates and stock returns is
notably negative. This finding aligns with the
portfolio balance theory. Moreover, there is a
significant positive correlation between the Dow
Jones Banking Index and stock returns. This
may be attributed to the ongoing trend of lib-
eralisation, which has considerably accelerated
the integration of global financial markets.

The regression findings do not indicate a
regulatory disparity between EU and non-EU
banks that could influence the correlation be-
tween ESG pillar scores and stock returns. How-
ever, the regression results indicate a significant
positive relationship between the ESG pillar
score and stock returns during the pandemic.

Consequently, we have observed a significant
positive direct relationship between the social
pillar score and stock returns. Banks may
initiate investments in social pillars in the MSCI
Emerging Markets Index. In addition, firm-
specific variables such as market capitalisa-
tion, return on equity, capital adequacy, and
price-earnings ratio influence the relationship
between ESG pillar scores and stock returns.
We recommend that portfolio managers mon-
itor ESG pillar score improvements closely to
predict banks’ stock returns in the index.
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8 ANNEX

The results of the descriptive analysis are
presented in Tab. 2.

The CAR has a mean of 18.73%, with a
standard deviation of 3.57, indicating moderate
variability. Banks’ CAR exceeds 8% which
Basel Act III mandates. DJ values are low
and have a wide range. Many values are zero
(Median = 0), with most entities exhibiting
low or zero scores on the environmental pillar
variable. Additionally, some outliers contribute
to an upward bias in the mean. ER exhibits
high variability (Std. Dev = 16.23) and a wide
range (Min = 17.74, Max = 174.36). EXR
has a minimal average (Mean = 0.021), but a
wide range from −0.14 to 0.44. Although the
average risk is low, some institutions may have
faced significant exchange rate fluctuations.
The quality of the governance pillar remains rel-
atively consistent across banking institutions,
exhibiting minimal variability. MCAP has a
wide dispersion, meaning that a few banks
may have dominated the market. NPL shows
significant variation in loan quality, indicating
that some banks may have encountered a high
number of non-performing loans. The P/B ratio
varied significantly across banks. Similarly,
the P/E ratio exhibited a wide variation in
investor expectations and valuations. ROE has
a negative minimum value (−46.81), indicating
that some banks may have suffered significant
losses, and profits fluctuate considerably. The
SOC varies, but values remain modest overall.

SR has a skewed distribution with some notable
positive and negative values.

The correlation coefficients among firm-
specific and market-specific variables are pre-
sented in Tab. 3.

CAR has a strong positive relationship with
P/B (0.59), suggesting that banks with higher
capital are capable of granting more loans,
which in turn boosts the price-to-book ratio.
Furthermore, CAR has a moderate positive
relationship with ROE (0.31).

MCAP and SR have a strong positive corre-
lation (0.77), indicating that banks with higher
MCAP tend to have better SR.

OE and P/B demonstrate a moderate pos-
itive correlation (0.39), indicating that bank
shares with high ROE tend to trade at a
premium over their book value. ROE and SR
also have a moderately positive correlation;
banks with high ROE tend to offer better stock
returns.

NPL and ROE have a moderate negative
correlation (−0.40), indicating that banks with
higher levels of bad loans generally exhibit lower
profitability. NPL and P/B also exhibit a mod-
erate negative correlation (−0.40), indicating
that a higher credit risk (more NPLs) is associ-
ated with a lower market price of the stock.

ENV and ROE have a moderate positive
correlation (0.48), meaning that better envi-
ronmental scores are associated with higher
profitability.
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Tab. 2: Descriptive analysis

CAR DJ ENV ER EXR GOV I
Mean 18.725140 0.049852 0.112905 43.098490 0.021153 4.193952 0.046464
Median 18.100000 0.005470 0.000000 41.159000 0.000000 4.060000 0.027500
Max 36.700000 0.347847 1.930000 174.357900 0.442611 7.770000 0.270400
Min 13.370000 −0.205466 0.000000 17.745700 −0.144578 1.620000 0.000000
Std. Dev 3.565751 0.242030 0.260242 16.226780 0.097362 1.313763 0.058567

MCAP NPL P/B P/E ROE SOC SR
Mean 0.173987 6.018485 1.571181 14.567110 11.927010 2.088762 0.104171
Median 0.112385 4.062900 1.385900 12.025350 12.751200 1.740000 0.044101
Max 2.597259 46.619000 6.994200 158.730200 55.594300 7.270000 2.888982
Min −0.996695 0.534200 0.049600 0.000000 −46.808500 0.000000 −0.999999
Std. Dev 0.485041 8.271193 1.117947 15.810460 10.317270 1.736791 0.433174

Notes: All variables are expressed as averages of firm-level data over the study period. Std. Dev denotes standard
deviation.

Tab. 3: Correlation analysis

CAR DJ ENV ER EXR GOV I MCAP NPL PB PE ROE SOC SR
CAR 1 −0.01 −0.15 −0.24 −0.02 −0.05 0.08 0.07 −0.18 0.59 0.11 0.31 −0.04 0.07
DJ −0.01 1 −0.11 0.05 −0.12 −0.04 −0.06 0.30 0.00 0.06 −0.06 −0.06 −0.07 0.29
ENV −0.15 −0.11 1 0.17 0.15 0.51 0.12 0.10 0.09 −0.18 −0.15 0.04 0.27 0.06
ER −0.24 0.05 0.17 1 0.02 0.55 −0.05 −0.06 0.22 −0.25 −0.08 −0.48 0.27 −0.03
EXR −0.02 −0.12 0.15 0.02 1 0.09 0.67 0.15 −0.14 −0.16 −0.15 0.25 0.20 0.14
GOV −0.05 −0.04 0.51 0.55 0.09 1 0.08 −0.02 0.13 −0.05 −0.05 −0.11 0.33 −0.04
I 0.08 −0.06 0.12 −0.05 0.67 0.08 1 0.21 −0.19 −0.05 −0.18 0.45 0.18 0.28
MCAP 0.07 0.30 0.10 −0.06 0.15 −0.02 0.21 1 0.02 0.06 −0.03 0.16 −0.04 0.77
NPL −0.18 0.00 0.09 0.22 −0.14 0.13 −0.19 0.02 1 −0.40 −0.12 −0.40 −0.09 −0.04
PB 0.59 0.06 −0.18 −0.25 −0.16 −0.05 −0.05 0.06 −0.40 1 0.27 0.39 −0.12 0.10
PE 0.11 −0.06 −0.15 −0.08 −0.15 −0.05 −0.18 −0.03 −0.12 0.27 1 −0.05 −0.07 −0.02
ROE 0.31 −0.06 0.04 −0.48 0.25 −0.11 0.45 0.16 −0.40 0.39 −0.05 1 0.04 0.35
SOC −0.04 −0.07 0.27 0.27 0.20 0.33 0.18 −0.04 −0.09 −0.12 −0.07 0.04 1 −0.03
SR 0.07 0.29 0.06 −0.03 0.14 −0.04 0.28 0.77 −0.04 0.10 −0.02 0.35 −0.03 1

Notes: The table reports Pearson correlation coefficients. Correlation values close to +1 (−1) indicate strong positive
(negative) linear relationships.

The variance inflation factor (VIF) analysis
used to detect multicollinearity among indepen-
dent variables in the regression is presented in
Tab. 4.

DJ, D1, D2, interaction of ENV×PE, and
ENV×MCAP are considered suitable for in-
clusion in the regression analysis, as their
respective values are below 5. Additionally,
ENV×ROE, ENV×ER, and SOC×MCAP may
lead to moderate inflation in standard errors.
It remains appropriate to include them with
caution.

The remaining variables are highly collinear
with each other. ENV has a centred VIF of
254.6, which is extremely high, indicating that
ENV is almost a linear combination of other
predictors. Although ENV exhibits high mul-
ticollinearity, it remains in the regression due
to its conceptual importance in assessing the
environmental commitment of banks. Omitting
this aspect would neglect a crucial component
of sustainability performance. Although multi-
collinearity may increase the standard errors,
the ENV variable is retained for the sake of
theoretical completeness and policy relevance.
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Tab. 4: Variance inflation factors

Variable Coefficient Variance Uncentered VIF Centered VIF
C 0.002969 26.514910 NA
ENV 0.422869 302.695300 254.553600
SOC 0.005110 336.113300 137.004400
GOV 0.002067 356.346100 31.704340
ENV×PB 0.009303 10.115420 8.785265
ENV×ER 2.03e−05 33.787030 28.157420
ENV×ROE 4.29e−05 13.379710 12.571260
ENV×NPL 7.17e−05 5.787521 5.293802
ENV×CAR 0.001093 240.307300 202.149400
ENV×PE 0.000122 9.098160 7.913300
ENV×MCAP 0.011554 4.334583 4.226029
SOC×PB 0.000184 32.381770 16.995820
SOC×ER 3.87e−07 69.688140 36.766290
SOC×ROE 1.70e−06 31.028920 21.110990
SOC×NPL 3.42e−06 10.407780 6.564127
SOC×CAR 7.68e−06 177.372500 73.736270
SOC×PE 5.62e−07 21.177310 17.069430
SOC×MCAP 0.000321 5.572999 5.264699
GOV×PB 4.77e−05 31.682830 13.625830
GOV×ER 1.90e−07 86.456510 23.734820
GOV×ROE 5.46e−07 23.828950 12.340560
GOV×NPL 5.01e−07 9.648464 6.484372
GOV×CAR 2.62e−06 163.176200 19.871190
GOV×PE 1.97e−07 16.845090 10.493040
GOV×MCAP 0.000119 5.600511 5.057085
I 0.102542 5.103367 3.126302
EXR 0.025947 2.289869 2.186184
DJ 0.002438 1.323651 1.269531
D1 0.001439 4.038297 2.769118
D2 0.000701 2.088290 1.392193

Notes: VIF = Variance Inflation Factor, C denotes the intercept term.

The inclusion of interaction terms demon-
strates that the financial and ESG pillars do
not operate in isolation. The influence of ESG
pillars on performance outcomes, such as stock
returns, is often interconnected and context-
sensitive. For example, the impact of ENV
on stock returns may differ depending on the
level of ROE or MCAP. Interaction terms
are incorporated to examine these moderation
effects rigorously. For example, ENV×ROE
assesses whether the influence of environmental
performance is contingent upon profitability. In
financial systems characterised by diverse insti-
tutional, regulatory, and operational contexts,

interaction effects facilitate the consideration
of the conditional nature inherent in variable
relationships. For instance, within emerging
markets, the impact of ESG scores on perfor-
mance may differ across various capital levels
of banks.

The interaction terms enhance the model’s
ability to capture non-additive effects, where
the combined influence of two variables differs
from the sum of their individual impacts.
This is especially relevant when variables like
SOC, GOV, ENV, and financial ratios are
conceptually linked.
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In regression analysis, the inclusion of in-
teraction terms leads to enhancements in R-
squared and Rw-squared metrics. The model
integrates multiple interaction terms to address
prospective moderation effects between ESG
indicators and financial variables. These inter-
actions are founded on theoretical premises,
predicated on the expectation that the impact
of ESG performance is not uniform but varies
by firm-specific factors such as profitability,
risk, or market size. Incorporating these terms
augments the model’s proficiency in represent-
ing complex dynamics within emerging mar-
kets, thereby aligning with the multidimen-

sional characteristics of corporate sustainability
and performance.

Despite the relatively limited sample size,
the model is meticulously specified to em-
phasise theory-driven interactions rather than
exploratory ones. To address this, we estimate
the regression using robust least squares. Al-
though incorporating several interaction terms
in a model with a limited sample size may
raise concerns regarding degrees of freedom and
statistical power, these terms are retained due
to their theoretical significance and the need to
consider the interdependent effects of ESG and
financial variables.
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ABSTRACT

This study explores the correlation between emotional intelligence (EI) and alcohol consumption
patterns among Generation Z, with a focus on university students and graduates with backgrounds
in economics and management. The present study explores emotional intelligence as a personal
trait that potentially influences risky alcohol behaviors. These behaviors are assessed using
the AUDIT (Alcohol Use Disorders Identification Test) and the TEIQue-SF (Trait Emotional
Intelligence Questionnaire – Short Form). A sample of 128 respondents, recruited through online
platforms, completed these standardized questionnaires. A comprehensive statistical analysis was
conducted, encompassing the utilization of Spearman’s correlation coefficient and t-tests. This
analysis yielded a negative correlation between emotional intelligence (EI) and the consumption of
alcohol in a risky manner. The findings indicated that individuals with lower EI levels exhibited an
elevated propensity for alcohol-related risks. Furthermore, gender disparities have been identified
as a contributing factor to heightened alcohol consumption risk among males compared to females.
While the findings of the present study confirm the association between emotional intelligence
(EI) and alcohol risk, they also suggest the presence of complex underlying factors in alcohol
consumption behaviors that extend beyond EI. This research contributes to the understanding
of the role of emotional intelligence in managing alcohol use, with implications for developing
intervention strategies aimed at promoting emotional awareness and healthier coping mechanisms
within Generation Z. Our results not only confirm older models (e.g. Kun et al., 2019; Kun
and Demetrovics, 2010; Bar-On, 2006), but also reveal generation-specific nuances—e.g., a lower
overall rate of risky drinking, but a persistent gender difference and the fundamental importance
of self-control.
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1 INTRODUCTION

Alcohol consumption persists as a preemi-
nent public health concern, particularly among
young adults and college students, where preva-
lence rates are notably elevated (Menagi et al.,
2008; Stone et al., 2012). While the social and
developmental factors influencing alcohol use
are well-documented, there is an increasing in-
terest in understanding the psychological mech-
anisms that contribute to problematic drinking
behaviors. Among these factors, emotional in-
telligence (EI) has emerged as a crucial factor in
determining an individual’s capacity to manage
emotions, cope with stress, and resist peer
pressure related to substance use (Goleman,
2011; Trinidad and Johnson, 2002). A corpus
of research has identified a correlation between
low emotional intelligence (EI) and a variety
of maladaptive behaviors, including substance
abuse. This phenomenon can be attributed,
in part, to the tendency of individuals with
weaker emotional regulation skills to utilize
alcohol as a coping mechanism (see Janati et
al., 2012; Mohagheghi et al., 2015). Recent
intervention studies have demonstrated that
emotion regulation workshops can significantly
reduce craving beliefs in individuals with sub-
stance use disorders, highlighting the potential
of targeted emotional skill-building to mitigate
risky drinking behaviors (Choopan et al., 2016).

Conventional research has predominantly
centered on the demographic and social deter-
minants of alcohol consumption. However, there
is a paucity of studies that have systematically
examined the role of emotional intelligence,
particularly within the context of the emerging
adult Generation Z, who differ markedly from
previous cohorts in their psychological develop-
ment, socialization patterns, and digital media
exposure (Muli and Lagan, 2017). The distinc-
tive manner in which Generation Z engages with
digital environments, wherein alcohol-related
behaviors are frequently normalized and pro-
moted, has the potential to accentuate vulner-
abilities associated with emotional regulation
and peer influence. Furthermore, young adults
aged 18–29 are at a critical developmental stage
where behavioral patterns, including alcohol

use, are established and often persist into later
life. This period is of particular significance
for interventions aimed at enhancing emotional
intelligence.

Despite the mounting evidence from research
linking EI to substance use, there remains a
significant gap in understanding how emotional
intelligence correlates specifically with alcohol
consumption patterns among Generation Z
college students, including potential gender-
specific differences. A review of extant studies
reveals a tendency to either aggregate young
adults across generational cohorts or to neglect
the potential moderating influence of gender.
The present study endeavors to address this
lacuna by focusing exclusively on Generation
Z and by systematically examining gender as a
moderating variable in the relationship between
EI and alcohol use.

This present study contributes to the theo-
retical understanding of emotional intelligence
(EI) and its relationship to alcohol consumption
by focusing on specific subcomponents of EI—
notably self-control—and by situating these
relationships within the unique context of
Generation Z higher education students. Recent
research, such as the Hungarian cohort study
(Kun et al., 2019), has shown that difficul-
ties in stress management and self-regulation
are significant predictors of substance use,
highlighting the importance of examining EI
not only as a global trait but also through
its distinct facets. By analyzing how different
aspects of EI, including self-control, well-being,
emotionality, sociability, adaptation, and moti-
vation, are associated with patterns of risky al-
cohol consumption, this study extends existing
models that have often treated EI as a unitary
construct (Kun and Demetrovics, 2010).

Moreover, the study focuses on Generation Z
students, a cohort characterized by challenges
such as academic pressures, peer influences, and
increased autonomy. This focus is supported by
previous research, such as that by Guo et al.
(2010), which demonstrates that programs tar-
geting emotional intelligence and coping skills
within educational settings can be effective in
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reducing substance use among young people.
The findings suggest that interventions tailored
to the unique psychosocial dynamics of this
generation, particularly in higher education
environments, may offer greater potential for
prevention and harm reduction.

Finally, the study explores gender differences
in the relationship between EI and alcohol
consumption, building on evidence that social-

ization patterns shape how males and females
regulate emotions and respond to stress (Kun et
al., 2019; Goudarzian et al., 2017). The study
based on research confirmed the current state
of knowledge, and its results are consistent
with the findings of earlier works (e.g. Kun et
al., 2019; Kun and Demetrovics, 2010; Bar-On,
2006).

2 LITERATURE REVIEW

The notion of emotional intelligence has gar-
nered considerable attention in both academic
and popular discourse. A considerable number
of training programs designed to enhance emo-
tional intelligence have been implemented in
a variety of settings, including organizations,
academic institutions, and educational environ-
ments on a global scale. Emotional intelligence,
akin to other psychological constructs such
as intelligence, leadership, and personality, is
subject to varying interpretations and measure-
ment methodologies. Emotional intelligence,
in its fundamental sense, is defined as the
capacity to discern and modulate one’s own
emotions as well as those of others (Gole-
man, 1998). The conceptual origins of this
theory can be traced to Thorndike’s (1920 in
Goleman, 1998) theory of social intelligence,
defined as “the ability to understand men and
women, boys and girls, and so to direct—
to act wisely in human relationships.” Salovey
and Mayer (1990) formally introduced the term
“emotional intelligence,” defining it as a set
of skills that enable individuals to accurately
perceive, express, regulate, and utilize emotions
for motivation and goal achievement. Goleman
(1998) further popularized the construct by
proposing that emotional intelligence plays a
more critical role in success than traditional
cognitive intelligence (IQ). This proposal had
the effect of reshaping perspectives on human
intelligence and achievement.

2.1 Trait Emotional Intelligence

Trait emotional intelligence is defined as a
constellation of emotional perceptions situated
at the lower levels of the personality hier-
archy (Petrides et al., 2007). This construct
encompasses self-perceived emotional abilities,
often referred to as emotional self-efficacy. In
essence, it captures the affective components of
personality.

Personality, in its broadest sense, is an
expansive domain encompassing a multitude
of characteristics, including motives, interests,
values, emotional traits, social characteristics,
and numerous others (Funder, 2015). Conven-
tionally, the affective dimensions of personality
are dispersed across the five factors of the
Big Five model, impeding the capacity to
study them in a comprehensive manner. Trait
emotional intelligence integrates these facets
into a unified model comprising 15 distinct
components. Factor analysis (Petrides, 2009)
has demonstrated that two facets emerge as
distinct entities, while the remaining 13 com-
prise four overarching factors (well-being, self-
control, emotionality, and sociability). These
factors, in turn, give rise to the global trait
of emotional intelligence, which occupies a
predominant position within the hierarchy of
emotion-related personality traits. The facets
are divided into domains as follows:

1. Well-being – self-esteem, the quality of
happiness and optimism.

2. Self-control – working with stress, low im-
pulsivity, regulating emotions.
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3. Emotionality – the quality of empathy,
emotional perception, emotional expression,
relational competence.

4. Sociability – emotion management, as-
sertiveness, social awareness.

5. Separate aspects – self-motivation and
adaptability.

It is imperative to acknowledge the distinc-
tion between emotional intelligence as a skill
and emotional intelligence as a trait. These two
concepts are measured differently (Petrides and
Furnham, 2001). The assessment of skills-based
emotional intelligence is typically conducted
through performance-based methods, whereas
the measurement of trait emotional intelligence
is generally achieved by means of self-reports.

2.2 Alcohol Addiction

Alcohol consumption is a significant contributor
to the global health burden and a prominent
public health concern in Europe. In the Euro-
pean Union, where alcohol consumption rates
are among the highest in the world, alcohol-
related deaths account for approximately 14%
of all male deaths and 8% of all female
deaths between ages 15 and 64 (Rehm and
Shield, 2012 in Šebeňa, 2022). These figures
are particularly high among young adults aged
18 to 26, especially college students. A mul-
titude of studies have demonstrated that the
prevalence of alcohol use among college students
reaches its zenith (Menagi et al., 2008; Stone
et al., 2012). The onset of alcohol consumption
typically occurs during high school, and its
intensity increases upon entry into college.
This pattern of escalating alcohol use typically
reaches its peak in this environment. Upon
entering college, students undergo a significant
transition in their lives, marked by an increase
in autonomy, a decrease in parental guidance,
supervision, and support, and an expansion of
social interactions with peers on campus. The
aforementioned factors may collectively con-
tribute to an escalation in alcohol consumption.
Particularly important is the fact that alcohol
consumption is most often a social activity
with peers, and thus constitutes a cultural
event in the process of identity development

(Palen and Coatsworth, 2007). It is equally
plausible for alcohol use to gradually evolve
into abuse or even addiction later in life, as it
is for consumption to steadily decrease during
college and eventually cease altogether after
graduation.

As with other psychoactive substances, mo-
tives for experimenting with alcohol vary, rang-
ing from curiosity, rebellion, sensation seek-
ing, providing pleasure to alleviating boredom
(Kuntsche and Müller, 2012). While social
motives may drive initial experimentation, they
are unlikely to be cited as a reason for continued
use (Morrison and Plant, 1991). A review of
the extant literature on the motivations of
individuals for alcohol consumption reveals that
people consume alcohol for a variety of reasons.
The pursuit of social benefits, including the
attainment of acceptance, the acquisition of
peer recognition, and the experience of a sense
of belonging, constitute primary motivations for
some individuals. The consumption of alcohol
by some individuals is primarily driven by a
desire to alleviate or manage adverse emotional
conditions, such as anxiety or depression. Addi-
tionally, some individuals drink to enhance or
sustain positive emotional states, such as feel-
ings of excitement or pleasure, which is referred
to as the ‘reinforcement’ motive (Kuntsche and
Müller, 2012; Németh et al., 2011).

Gender differences play a significant role
in alcohol consumption patterns, with men
consistently displaying higher rates of alcohol
use and risky drinking behaviors compared to
women. A study by Wilsnack et al. (2009)
found that men are more likely to engage in
heavy episodic drinking, whereas women exhibit
higher rates of lifelong abstinence. Despite the
existence of global trends indicating a gradual
increase in alcohol consumption among women,
gender disparities persist, potentially due to
both biological and social factors. Moinuddin
et al. (2016) emphasize that women are more
vulnerable to the physiological effects of alcohol
due to differences in alcohol metabolism, which
are influenced by sex hormones. Consequently,
women experience higher blood alcohol con-
centrations and greater intoxication levels than
men when consuming equivalent amounts of
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alcohol. Beyond biological differences, cultural
and societal expectations also influence gen-
dered drinking behaviors. Research by Rudnák
et al. (2023) underscores the pervasiveness of
traditional gender norms, with male respon-
dents demonstrating a higher propensity to
endorse statements that reinforce conventional
gender roles. These roles include the prioriti-
zation of a woman’s role in supporting her hus-
band’s career and the perception of men as suit-
able for leadership positions. Such entrenched
social norms may contribute to the prevalence
of male-dominated drinking cultures, where
alcohol serves as a means of social bonding and
coping with stress. These findings underscore
the complex interplay between biological, psy-
chological, and sociocultural factors in shaping
alcohol consumption behaviors across genders.

2.2.1 Addictions and Emotions
The role of emotions in the development of
addiction to psychotropic substances was pre-
viously theorized by Freud (1930 in Kun and
Demetrovics, 2010). He proposed that psy-
choactive addiction may represent an attempt
to evade a distressing environment, physical
discomfort, or emotional disillusionment. “With
the passage of time, it becomes evident that life
presents significant challenges, characterized by
profound pain, disappointment, and seemingly
insurmountable tasks. In order to endure it,
we must implement palliative measures; there
are perhaps three such measures: a strong
deflection which causes us to make light of
our suffering, a substitute satisfaction which
diminishes it, and narcotics which make us
insensitive to it” (Freud, 1930, p. 75 in Kun
and Demetrovics, 2010). According to Wurmser
(1974), individuals suffering from an addictive
disorder demonstrate an inability to regulate
their undifferentiated feelings, impulses, and
pervasive internal stress. Consequently, they
resort to the use of psychoactive substances.
The utilization of addictive substances can
thus be interpreted as an endeavor to self-
medicate. According to Khantzian (1985), the
self-medication hypothesis emphasizes the role
of emotion regulation in addictive behaviors.
He posits that the consumption of drugs ma-
terializes as a dual outcome of psychopharma-

cological functioning and profound emotional
distress. As Wurmser (1974) and Khantzian
(1985) have noted, the decision to utilize these
substances is contingent upon an individual’s
challenges with self-regulation and affect regu-
lation, in addition to personality dysfunction.
Therefore, it can be concluded that psychoana-
lytically oriented theories regard substance use
as a means of emotion regulation.

Recent research findings further substanti-
ate the robust correlation between emotional
dysregulation and addiction. According to the
extant research on addiction, individuals may
use substances to self-medicate negative emo-
tions arising from heightened stress, anxiety, or
anhedonia (Hand et al., 2024). Emotional dys-
regulation is now recognized as a core feature
of substance use disorder as well as behavioral
addictions, contributing to compulsive usage
patterns and increasing the risk of relapse
(Meyer and Segal, 2023). According to Capito
et al. (2017), empirical evidence suggests that
alcohol consumption can temporarily elevate
mood, induce euphoria, and reduce stress and
anxiety. Concurrently, alcohol consumption can
increase aggression and impulsivity. These find-
ings serve to reinforce the notion that substance
use is not merely a coping mechanism for
emotional distress; rather, it has the potential
to exacerbate emotional instability, thereby
creating a cycle of dependency and maladaptive
regulation strategies.

2.2.2 Addictions and Emotional
Intelligence

Goleman (2011) posited that individuals with
limited emotional intelligence are more prone
to adverse behaviors, including violence, depres-
sion, delinquency, and substance abuse. These
outcomes are attributed to the individual’s
inability to effectively regulate emotions. Study
by Janati et al. (2012) identified a substan-
tial correlation between emotional intelligence
and the propensity for drug addiction among
student populations. Concurrently, Schutte et
al. (2011) corroborated their hypothesis that
both emotional intelligence as a skill and trait
emotional intelligence are associated with alco-
hol use. The authors further reference previous
research indicating that lower trait emotional
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intelligence is associated with more frequent
and excessive alcohol use (Austin et al., 2005;
Schutte et al., 2011). These findings are cor-
roborated by a systematic review by Kun and
Demetrovics (2010), which indicates that lower
levels of emotional intelligence are associated
with more intensive smoking, alcohol use, and
illicit drug use. Their analysis underscores two
critical components of emotional intelligence
that play a pivotal role in addiction: the ability
to decode and differentiate emotions and the
ability to regulate emotions. Deficits in these
areas have the potential to compromise an
individual’s capacity to manage distress in a
constructive manner, thereby increasing the
probability of resorting to substance use as a
maladaptive coping mechanism.

As Mohagheghi et al. (2015) have indicated,
patients suffering from addiction have been
shown to exhibit diminished scores on self-
esteem scales. This finding suggests the po-
tential for alcohol consumption to function as
a form of self-medication, aiming to enhance
self-esteem in specific instances. Given that
the development of self-esteem typically occurs
during early adulthood, addressing these issues
at this stage may prevent the initiation of
alcohol consumption as a misguided coping
mechanism. From an alternative vantage point,
the utilization of alcohol as a means of problem-
solving can be construed as a deficiency in
problem-solving aptitudes and the capacity to
confront challenges autonomously.

As demonstrated in previous studies, indi-
viduals grappling with substance use disorders
frequently encounter difficulties in comprehend-
ing and articulating their emotions (Ciarrochi
et al., 2013). Furthermore, they demonstrate
an inability to employ emotions in a nuanced
manner as sensory cues or coping mechanisms,
which often results in the pursuit of sub-
stances as a means of regulating internal states.
Consequently, the utilization of psychoactive
substances functions as an external means of
alleviating emotional discomfort that is am-
biguous or overwhelming in nature. Conse-
quently, individuals grappling with addiction
may ascribe their emotional distress to irra-
tional factors in their body or environment

rather than recognizing and addressing their
underlying emotional difficulties.

According to the findings of Mohagheghi et
al. (2015), certain components of emotional
intelligence are present in insufficient amounts
in individuals with alcohol dependence. This
underscores the potential efficacy of identifying
and training individuals with lower emotional
intelligence scores as a preventative measure
for alcohol-related problems. This perspective
is corroborated by the findings of Trinidad
and Johnson (2002), who observed a negative
correlation between emotional intelligence and
substance use among adolescents. The findings
of the study indicated that individuals with
higher emotional intelligence may possess a
greater ability to understand social cues, resist
peer pressure, and regulate emotions effectively.
This, in turn, may reduce their likelihood of
engaging in substance use.

2.2.3 Addictions, Emotional Intelligence
and Generation Z

The demographic known as Generation Z, com-
prising individuals born between the mid-1990s
and early 2010s, is entering the workforce as
digital natives shaped by the pervasive influence
of social media (Sharma and Singh, 2023). This
exposure presents a unique set of emotional
challenges, with some individuals resorting to
alcohol consumption as a coping mechanism
for stress, isolation, or emotional difficulties. A
substantial inverse correlation has been demon-
strated between emotional intelligence (EI)
and alcohol consumption, with lower EI levels
correlating with increased alcohol intake. For
instance, a study at Minnesota State University,
Mankato, found that individuals with lower
emotional intelligence (EI) were more prone to
excessive alcohol consumption as a means of
emotional regulation (Davlyatov, 2013).

Rybanská (2015) underscores the critical role
of emotions in decision-making, noting that
strong emotions can distort rational behavior,
thereby emphasizing the need for effective emo-
tional regulation. Nwachukwu et al. (2017) un-
derscore the significance of competencies such
as self-awareness and resilience in navigating
ambiguity and risk, skills inherently associated
with EI. These competencies not only support
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professional success but may also encourage
healthier coping mechanisms, reducing reliance
on substances like alcohol. The exploration of
the interplay between generational identity, EI,
and alcohol use offers valuable insights into

the provision of support to young employees.
It is suggested that the development and
strengthening of EI could enhance workplace
performance while mitigating the risks of sub-
stance abuse.

3 METHODOLOGY AND DATA

The objective of this study is to examine the
association between risky alcohol consumption
and trait emotional intelligence among Gener-
ation Z students specializing in economics and
management. The research population will be
utilized to validate or invalidate specific correla-
tions. The findings will determine whether there
is a correlation between alcohol consumption
levels and emotional intelligence scores.

Once the research objectives were defined, it
was necessary to formulate hypotheses:

• H1: Generation Z members with completed
or ongoing higher education tend to have
higher values towards risky alcohol consump-
tion overall.

• H2: Males have a higher proportion of risky
alcohol consumption than females.

• H3: Individuals with lower levels of self-
control (a subcomponent of trait emotional
intelligence) have greater difficulty moderat-
ing their alcohol consumption, both in stop-
ping drinking once started and in limiting
intake per drinking session.

• H4:   Lower levels of overall trait emotional
intelligence and its individual components
(well-being, self-control, emotionality, so-
ciability, adaptation and motivation) are
associated with chronic risky alcohol con-
sumption.

3.1 Data Collection and
Research Sample

The data collection for this study was con-
ducted in March 2024 using Microsoft Forms, an
online form builder that facilitates efficient and
high-quality data accumulation while ensuring
respondent anonymity. To attain a pertinent
sample, participants were recruited via social

networks, specifically Facebook and Reddit,
utilizing groups dedicated to research partic-
ipation. A snowball sampling approach was
employed, encouraging participants to share the
questionnaire with other eligible individuals.
The entire questionnaire study was conducted
exclusively in the Czech language to ensure cul-
tural homogeneity among respondents. While
the survey utilized validated Czech versions of
the TEIQue-SF and AUDIT instruments, it is
important to acknowledge certain cultural limi-
tations inherent in the study design. Given that
all participants were native speakers of Czech
and the sample was nationally homogeneous,
the findings may not be fully generalizable to
broader, cross-cultural populations. Emotional
intelligence, as a psychological construct, is
subject to variation across cultures due to dif-
ferences in emotional expression, social norms,
and communication styles (Yang et al., 2025).
Consequently, the results of this study should
be interpreted with caution when considering
populations outside the Czech cultural context.
Future research endeavors should prioritize the
replication of these findings with more diverse
and multilingual samples to enhance external
validity and promote a more comprehensive
understanding of potential cultural variations
in emotional intelligence and alcohol-related
behaviors.

The research sample consists of Generation Z
individuals who are either currently pursuing or
have completed higher education in economics
and management. The term “Generation Z” is
typically defined as individuals born between
1997 and 2012 (Jayatissa, 2023). This demo-
graphic is beginning to enter the workforce.
The analysis of behavioral patterns within this
generation is of particular value, as its members
are expected to assume increasingly significant
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roles in the job market, including managerial
positions.

A total of 128 respondents from Generation
Z participated in the survey. While the sample
size of 128 may constrain the generalizability of
the findings, it can still offer valuable insights,
particularly in studies focusing on specific
subgroups (such as the group of economics and
management students from Generation Z). The
gender distribution of the sample is presented
in Tab. 1.

Tab. 1: Research sample by gender

Gender Absolute frequency Relative frequency
Man 61 48
Woman 67 52
Total 128 100

As illustrated in Tab. 1, the sample popu-
lation is comprised of 61 male subjects (48%)
and 67 female subjects (52%). While the gender
distribution is relatively balanced, there is a
slight predominance of female respondents.

The collected data was analyzed through
the implementation of fundamental descriptive
statistics computed with the aid of the Mi-
crosoft Excel program. Additionally, hypothesis
testing was conducted through Jamovi statisti-
cal software, employing t-tests and Spearman’s
correlation coefficient.

3.2 Questionnaire Structure

For the present study, a questionnaire was
developed by combining two standardized ques-
tionnaires. The introduction of the question-
naire delineates its objective, the nature of
the research, and provides assurances of re-
spondent anonymity. The initial section of the
survey encompasses fundamental demographic
information, including gender. This is followed
by the second section, which delves into the
subject’s alcohol consumption patterns. This
section employs the standardized AUDIT (Al-
cohol Use Disorders Identification Test) ques-
tionnaire, which is freely available on the AU-
DITSCREEN website. The Alcohol Use Disor-
der Identification Test (AUDIT), developed by
the World Health Organization (WHO) in 1989,

is a widely used self-assessment tool designed
to identify risky alcohol use, dependence, and
abuse. The instrument under review consists of
10 items, which address three key areas:

1. The quantity and frequency of alcohol con-
sumption are measured by the questions
1–3.

2. The following inquiries (questions 4–6) are
intended to ascertain the presence of poten-
tial alcohol dependence.

3. The following set of questions pertains to
alcohol-related problems (questions 7–10).

These areas can be evaluated individually;
however, the total score, ranging from 0 to
40, is often calculated. A score of 8 or higher
is generally indicative of potentially hazardous
alcohol intake (de Meneses-Gaya et al., 2009).
The majority of inquiries pertain to the fun-
damental relationship between individuals and
alcohol, encompassing its propensity to induce
dependence and other deleterious effects. The
AUDIT questionnaire was developed by select-
ing the most effective questions from a pool
of approximately 150 in an initial WHO study
that included countries with diverse socioe-
conomic, cultural, linguistic, and healthcare
backgrounds. Consequently, AUDIT boasts a
robust international reputation, with no revi-
sions necessary since its inception. Nevertheless,
numerous abridged or adapted versions have
been produced. As previously stated, the po-
tential range of scores is from 0, denoting a
non-drinker or an individual with no alcohol-
related concerns, to 40, with a score of 1–7
indicating low-risk drinking, 8–14 suggesting
hazardous or harmful consumption, and 15 or
higher indicating probable alcohol dependence
(Saunders, 2024). The test utilizes the term
“standard glass,” which, in this context, denotes
a volume of half a liter of 12° beer, two deciliters
of wine, or 0.05 liters of spirits (a large shot).

The third section of the composite ques-
tionnaire includes the standardized TEIQue-
SF (Trait Emotional Intelligence Questionnaire
Short Form) by Petrides (2009). This section
contains a series of statements that respondents
rate on a scale from 1 (completely disagree)
to 7 (completely agree), assessing five aspects
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of trait emotional intelligence: well-being, self-
control, emotionality, sociability, adaptability,
and motivation. The generation of an overall
trait emotional intelligence score is achieved
by the summation of the values from these
scales. Scores for each scale range from 1 to
7, and the total trait emotional intelligence
score ranges from 7 to 35. The assessment
of emotional intelligence as a personality trait
is not without its advantages and disadvan-
tages, which are closely connected to the
method of measurement. While self-assessment
methodologies are characterized by simplicity
in construction, ease of scoring, and general re-
liability when compared to performance-based
emotional intelligence tests, they depend on
respondents’ self-reflection and introspection,
which can introduce biases, such as the desire
to provide socially acceptable answers (Salbot
et al., 2011).

While the TEIQue-SF and AUDIT are widely
recognized and validated tools for assessing
trait emotional intelligence (TEI) and alcohol
use (AUDIT), respectively, both have limita-
tions that warrant consideration. The TEIQue-
SF, a condensed version of the Trait Emo-
tional Intelligence Questionnaire, boasts the
advantage of brevity, rendering it well-suited
for large-scale studies. However, its reduced
length can limit its ability to capture the

full breadth of emotional intelligence facets
compared to the full version. Furthermore,
recent meta-analyses, such as that of Orhan
(2024), underscore the variability in the tool’s
reliability across different populations, thereby
suggesting that its psychometric robustness
may be context-dependent and influenced by
sample characteristics. This prompts inquiries
into the generalizability and stability of findings
when employing the TEIQue-SF in diverse
cohorts.

Similarly, the Alcohol Use Disorders Identifi-
cation Test (AUDIT), though highly regarded
for its sensitivity and specificity in identi-
fying risky alcohol consumption patterns, is
not without limitations. The reliance on self-
reported data renders the study susceptible
to various biases, including underreporting or
overreporting due to social desirability or recall
inaccuracies. Moreover, while the AUDIT is
effective in distinguishing the severity of alcohol
use, it does not capture the underlying emo-
tional or psychological motivations for drinking.
These motivations are central to understanding
the relationship between alcohol consumption
and emotional intelligence. These limitations
underscore the need for a cautious interpreta-
tion of results and highlight the importance of
complementing these measures with additional
qualitative or contextual data, when feasible.

4 RESULTS

This subsection presents the results of the in-
vestigation, through the values of risky alcohol
consumption and trait emotional intelligence.
The results are presented in tables and figures
accompanied by supplementary commentary.

Tab. 2: Frequency of alcohol consumption

Alcohol consumption Absolute
frequency

Relative
frequency

Never 6 5
Once a month or less 46 36
Two to four times a month 42 33
Two to three times a week 26 20
Four or more times a week 8 6
Total 128 100

One of the AUDIT questions inquires about
the frequency with which the respondent con-
sumes alcohol. As illustrated in Tab. 2, the
majority of respondents reported drinking only
once a month or less (36%) or two to four times
a month (33%). A survey revealed that 20% of
respondents consume alcoholic beverages two to
three times per week. The smallest proportions
were those who consumed alcohol four or more
times per week (6%), and those who were ab-
stinent (5%). A review of the data reveals that
the sample of respondents generally exhibits a
lower frequency of alcohol consumption, with
most respondents consuming alcohol only a few
times per month at most.
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Tab. 3: AUDIT test results

AUDIT Absolute
frequency

Relative
frequency

Abstinent,
no alcohol problems 6 4.7

Low-risk alcohol
consumption, the result
does not indicate
dependence

71 55.5

The result indicates
hazardous or dangerous
alcohol consumption

36 28.1

The result shows
probable alcohol
dependence

15 11.7

Tab. 3 presents the distribution of AUDIT
total scores, which assess the risk associated
with alcohol consumption and are categorized
into four distinct levels. The data reveal that
4.7% of respondents are abstinent or exhibit no
signs of alcohol-related issues. The majority of
respondents (55.5%) were classified as low risk,
exhibiting no indications of alcohol dependence.
Concurrently, 28.1% of respondents exhibited
hazardous or potentially harmful drinking pat-
terns, constituting nearly half of the previ-
ous category. Finally, 11.7% of respondents
exhibited scores indicative of probable alcohol
dependence.

Fig. 1 shows the sum of the risk-free and risk-
relative frequencies of alcohol consumption of
the respondents from the previous table and
allows testing hypothesis H1: Generation Z
members with completed or ongoing higher edu-
cation tend to have higher values towards risky
alcohol consumption. The data indicate that

60.2% of respondents fall within the low-risk
or risk-free category of alcohol consumption,
while 39.8% exhibit risky or addictive drinking
behaviors. In light of these findings, the null
hypothesis (H1) can be rejected without the
necessity for further statistical testing.

Tab. 4: Risky alcohol consumption in relation to gender

Statistics p

Alcohol
consumption
risk values

Mann-Whitney
U

1343 < 0.001

Tab. 4 and Fig. 2 present the results of
testing hypothesis H2: Males exhibit a higher
proportion of risky alcohol consumption than
females. This hypothesis was examined using
the Mann-Whitney U t-test, which yielded a
significance level p < 0.001. Consequently,
the null hypothesis is rejected, leading to the
conclusion that males demonstrate statistically
higher levels of risky alcohol consumption com-
pared to females, thus confirming hypothesis
H2.

Tab. 5: Descriptive statistics of AUDIT and TEIQue-SF
test results

Alcohol consumption
risk values TEIQue

N 128 128
Average 2.47 22.5
Median 2.00 21.5
Standard deviation 0.76 3.87
Minimum 1 12
Maximum 4 31

Fig. 1: Risky alcohol consumption of Generation Z
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Fig. 2: Risky alcohol consumption in relation to gender

Tab. 6: Descriptive statistics of the individual scales of the TEIQue-SF test

Well-being Self-Control Emotionality Sociability Adaptation + Motivation
N 128 128 128 128 128
Average 4.84 4.23 4.63 4.40 4.40
Minimum 1.80 2.00 2.10 1.70 1.00
Maximum 7.00 6.00 6.40 6.20 6.50

Tab. 5 presents the numerical values obtained
from the two questionnaires used, which form
the foundation for evaluating the subsequent
hypotheses. The risk levels of alcohol consump-
tion are categorized on a scale from 1 to 4, where
1 represents abstinence with no alcohol-related
issues, 2 indicates low-risk alcohol consumption
without signs of dependence, 3 signifies haz-
ardous or dangerous alcohol consumption, and
4 suggests probable alcohol dependence. The
mean score falls between 2 and 3.

The results of the trait emotional intelligence
test are represented solely by numerical values,
with higher scores indicating greater levels of
trait emotional intelligence. The mean score for
this test is 22.5, with lower values indicating
lower emotional intelligence and higher values
indicating higher emotional intelligence. The
potential score range for this evaluation instru-
ment is from a minimum of 12 to a maximum
of 31.

Tab. 6 presents the individual scale scores
from the TEIQue-SF questionnaire, which col-
lectively determine each respondent’s total trait
emotional intelligence score. Each scale ranges
from a minimum value of 1 to a maximum value
of 7. The mean scores for the different scales
are as follows: well-being at 4.84, self-control

at 4.23, emotionality at 4.63, and sociability
combined with adaptation and motivation at
4.40.

Fig. 3 presents the relative frequency of
respondents’ answers to AUDIT question 4:
During the previous year, how frequently have
you encountered circumstances in which you
were unable to discontinue alcohol consump-
tion once it had been initiated? The majority
of respondents (68%) have never encountered
this particular situation. Furthermore, 19% of
respondents indicated that they are unable to
reduce their alcohol consumption to less than
once a month. The survey results indicate that
7% of respondents encounter this situation on a
monthly basis, while 3% report experiencing it
weekly, on a daily basis, or almost daily.

Tab. 7 and Fig. 4 illustrate the findings of
the study, which examined the relationship
between respondents’ self-control values and
their ability to discontinue alcohol consumption
once they had commenced. This correlation
is then subjected to rigorous testing using
Spearman’s correlation matrix, a statistical
method widely regarded as the gold standard in
such analyses. The statistical significance level
(p) was determined to be 0.122, indicating that
there was no statistically significant difference
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Fig. 3: Distribution of respondents’ ability to stop drinking alcohol

Tab. 7: Correlation between the ability to stop drinking and self-control

Ability to stop drinking Self-Control
Ability to stop drinking Spearman’s rho –

df –
p-value –

Self-Control Spearman’s rho −0.104 –
df 126 –
p-value 0.122 –

between the values. A thorough examination of
the distribution of responses reveals that they
are predominantly influenced by a single re-
sponse, thereby complicating the substantiation
of statistical disparities. The Spearman’s value
is −0.104, indicating a negative correlation.

As illustrated in Fig. 5, the distribution of
relative frequency responses to AUDIT question
2, which inquires about the typical quantity
of standard glasses of alcohol consumed on a
typical drinking day, is presented. The results
indicate that 39% of respondents reported
consuming three to four glasses, while 35%
indicated drinking only one or two glasses (it is
possible that this category includes 0, although
the standardized test does not permit this
selection explicitly). Furthermore, 13% of re-
spondents reported consuming five to six glasses
per occasion, 10% reported consuming seven to
nine glasses, and 3% reported consuming 10 or
more glasses in a single session.

As illustrated in Tab. 8 and Fig. 6, the study’s
findings reveal a significant correlation between
respondents’ self-control values and the quan-
tity of alcohol consumed on a single occasion.
The Spearman’s correlation matrix was utilized
to analyze the data. The level of significance (p)
was determined to be 0.276, which is greater
than 0.05. This finding suggests that there is
no statistically significant difference between
the values. The Spearman’s value is −0.053,
indicating minimal negative correlation.

Tab. 7–8 and Fig. 4–6 together show the
result of testing hypothesis H3: Individuals with
lower levels of self-control (a subcomponent
of trait emotional intelligence) have greater
difficulty moderating their alcohol consumption,
both in stopping drinking once started and in
limiting intake per drinking session. The find-
ings reveal no statistically significant difference
between the values, thereby rejecting the null
hypothesis H3.
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Fig. 4: Correlation between the ability to stop drinking and self-control

Fig. 5: Distribution of the number of glasses drunk on a typical drinking day

Tab. 8: Correlation of usual number of drinks with self-control (subcomponent of trait emotional intelligence)

Number of glasses drunk Self-Control
Number of glasses drunk Spearman’s rho –

df –
p-value –

Self-Control Spearman’s rho −0.053 –
df 126 –
p-value 0.276 –
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Fig. 6: Correlation between respondents’ self-control values and the number of drinks of alcohol consumed on one
occasion

Tab. 9: Correlation of alcohol consumption risk and TEIQue and all its individual components

Alcohol consumption risk values
TEIQue Spearman’s rho −0.157

df 126
p-value 0.039

Sociability Spearman’s rho −0.076
df 126
p-value 0.198

Emotionality Spearman’s rho −0.125
df 126
p-value 0.081

Self-Control Spearman’s rho −0.202
df 126
p-value 0.011

Well-being Spearman’s rho −0.144
df 126
p-value 0.052

Adaptation + Motivation Spearman’s rho −0.136
df 126
p-value 0.064

Tab. 9 and Fig. 7 show the results of test-
ing the main hypothesis H4:   Lower levels of
overall trait emotional intelligence and its
individual components (well-being, self-control,

emotionality, sociability, adaptation and moti-
vation) are associated with chronic risky alcohol
consumption. The hypothesis is tested using
the Spearman correlation matrix. The present
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Fig. 7: Correlation of alcohol consumption risk and TEIQue

study examined the correlation between risky
alcohol consumption and the global TEIQue,
as well as the individual subcomponents. For
the global TEIQue, the significance level (p) is
0.039, which is less than 0.05. This indicates
that there is a statistically significant difference
between the values, and the null hypothesis can
be rejected. The Spearman’s value is −0.157,
indicating a negative correlation. Hypothesis
H4 is hereby accepted.

For the variable designated as “Sociability,”
the p-value is 0.198. This value is greater than
0.05, which is the critical value for determining
statistical significance. This finding suggests
that there is no statistically significant dif-
ference between the values. The Spearman’s
value is −0.076, indicating a negligible negative
correlation. For the Emotionality variable, the
p-value is 0.081, which is greater than 0.05.
This indicates that the variable is statistically
significant at the 5% level. This finding suggests
that there is no statistically significant differ-
ence between the values. The Spearman’s value
is −0.125, indicating a negative correlation. For
the variable designated as “Self-Control,” the
statistical significance level (p) was determined
to be 0.011. This value is less than 0.05,

indicating that there is a statistically significant
difference between the observed values. The
Spearman’s value is −0.202, indicating a nega-
tive correlation. For the purpose of determining
well-being, the significance level (p) was found
to be 0.052, which is therefore greater than
0.05. This finding suggests that there is no
statistically significant difference between the
values. The Spearman’s value is −0.144, indi-
cating a negative correlation. For the purpose
of determining statistical significance, the p-
value for the Adaptation + Motivation variable
was determined to be 0.064. This value is
greater than the 0.05 threshold, indicating that
the variable is statistically significant at the
5% level. This finding suggests that there is
no statistically significant difference between
the values. The Spearman’s value is −0.136,
indicating a negative correlation.

A thorough examination of the subdimen-
sions of TEI revealed that self-control emerged
as the most robust protective factor against
excessive alcohol consumption. These results
serve to reinforce the conceptual framework
proposed by Bar-On (2006), which posits
that emotionally intelligent individuals possess
higher resilience to stressors and are less likely
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to engage in maladaptive coping strategies such
as binge drinking. This finding aligns with
the results of studies conducted on university
populations, which indicate that students with
higher TEI scores report a lower prevalence of
alcohol-related problems and healthier lifestyle
choices (Muli and Lagan, 2017). These findings
suggest that individuals with higher emotional
intelligence may possess better stress manage-
ment and emotional regulation skills, poten-
tially reducing their reliance on alcohol as a
coping mechanism (Davlyatov, 2013).

In summary, the present study offers empir-
ical evidence that TEI is a crucial factor in
understanding alcohol consumption behaviors

among Generation Z. However, the study’s find-
ings also highlight the need for future research
to explore the interplay between emotional
intelligence, peer networks, and risk behaviors
in greater depth, as well as to delve more deeply
into the nuanced effects of social influence
and gender-specific patterns. These findings
contribute to the expanding corpus of research
supporting the role of emotional intelligence
in health-related behaviors, particularly among
young adults. This study underscores the po-
tential for EI-based interventions in university
and workplace settings by linking EI to alcohol
consumption (Annamalai et al., 2024).

5 DISCUSSION

The objective of the present study was to
examine the relationship between risky alcohol
consumption and trait emotional intelligence
among former and current university students
from Generation Z with a focus on economics
and management. The objective of this study
was to determine whether specific components
of these two constructs influence each other.
The study successfully tested four hypotheses,
of which one was accepted and three were
rejected.

Risky Alcohol Consumption Among
Generation Z (H1)
The results of the study indicated that 60.2%
of the respondents exhibited a score suggesting
abstinence or low-risk drinking, while 39.8%
demonstrated risky, hazardous, or even addic-
tive alcohol consumption. This finding contra-
dicts the hypothesis that Generation Z mem-
bers in higher education would exhibit higher
levels of risky alcohol consumption. Although
extant research indicates that university stu-
dents frequently report elevated alcohol use due
to social benefits and cultural norms (Blank et
al., 2016), the results suggest a shift in behavior.
The observed discrepancy may be attributable
to evolving social norms, heightened awareness
of alcohol-related risks, or response bias in self-
reported alcohol use. These findings may also

be indicative of a generational shift in health
consciousness and the influence of digital spaces
on self-presentation and behavioral norms.

Gender Differences in Alcohol
Consumption (H2)
A subsequent statistical analysis confirmed that
males exhibited higher alcohol risk scores than
females. This finding is consistent with prior
research indicating that males generally con-
sume higher amounts of alcohol than females,
despite a global increase in female drinking
patterns (Moinuddin et al., 2016). As posited
by Wilsnack et al. (2009), the observed gender
disparities are likely attributable to biolog-
ical factors, including variations in alcohol
metabolism, muscle mass, and body water
composition. From a psychosocial perspective,
social learning theory (Bandura, 1991) posits
that behaviors observed and socially reinforced,
such as excessive alcohol consumption among
male peer groups, have the potential to normal-
ize risky behaviors in men to a greater extent
than in women.

Self-Control and Alcohol
Consumption (H3)
The analysis did not confirm a statistically
significant relationship between self-control, a
component of trait emotional intelligence, and
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the ability to stop drinking once it has been
initiated. Despite the observed negative correla-
tion, the substantial proportion of respondents
who had never encountered this situation (68%)
precluded the ability to draw definitive con-
clusions. According to Morutwa and Plattner
(2014) and Bandura (1991), individuals with
greater self-efficacy and impulse control are
less prone to maladaptive coping strategies,
including alcohol misuse. This assertion is
supported by previous studies and models
of self-regulation. The absence of statistical
significance in this study may be attributable
to limitations in measurement or to the context-
specific nature of drinking episodes. This find-
ing underscores the necessity for more situation-
ally nuanced tools in future research.

Trait Emotional Intelligence (and its
individual components) and Alcohol
Consumption (H4)
A significant negative correlation was identi-
fied between emotional intelligence and risky
alcohol consumption (H4), thereby support-
ing the hypothesis that lower levels of over-
all trait emotional intelligence are associated
with chronic risky alcohol consumption and
increased addiction risk. This finding aligns
with the conclusions of previous studies (e.g.,
Schutte et al., 2011) that have identified a
correlation between poor emotional regula-
tion and substance abuse. From a theoretical
standpoint, individuals with lower trait emo-
tional intelligence may encounter difficulties
in identifying, comprehending, and regulating
emotional states. This proclivity for emotional
dysregulation renders them more susceptible

to the use of alcohol as a maladaptive coping
mechanism. Emotional intelligence frameworks,
such as those developed by Goleman (2011)
and Bar-On (2006), underscore the significance
of emotional awareness and impulse control in
adaptive behavior.

Furthermore, recent literature suggests that
emotional intelligence not only mitigates stress
but also buffers against loneliness, a key factor
in the development of addictive behaviors. For
Generation Z, who often report higher levels of
digital social interaction but lower quality of
real-life support networks, emotional isolation
may serve as a significant mediator between
emotional intelligence and alcohol use. This
perspective is corroborated by Annamalai et
al. (2024), who determined that emotional
intelligence functions as a protective factor
against feelings of loneliness and, consequently,
against the utilization of maladaptive coping
mechanisms, such as substance use.

Among the subscales of emotional intelli-
gence, a statistically significant negative corre-
lation was observed only for the Self-Control
subscale. This finding serves to reinforce the
theoretical role of impulse regulation in pre-
venting risky behaviors. While hypothesis H3

did not find significance in individual alcohol-
related behavior (e.g., inability to stop drinking
once started), the broader pattern supports
the idea that trait-level self-control is inversely
related to overall alcohol risk. This discrepancy
underscores the value of multidimensional as-
sessment and supports theoretical models that
view self-control as a core mechanism of behav-
ioral regulation (Bandura, 1991; Baumeister et
al., 2007).

6 CONCLUSION

The present study examined the relationship
between risky alcohol consumption and trait
emotional intelligence (TEI) among Generation
Z university students specializing in economics
and management. The findings offer significant
insights into the relationship between emotional
intelligence and drinking behaviors within this
demographic.

Following a thorough evaluation of the five
hypotheses, two were found to be valid, while
the remaining three were deemed to be invalid.
The most significant result was the confirma-
tion of a negative correlation between risky
alcohol consumption and TEI, suggesting that
individuals with lower TEI scores are more
prone to higher-risk alcohol use. However, these
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expectations were not met, as TEI did not
have a significant impact on the ability to
regulate alcohol intake during single drinking
sessions. Moreover, while extant research has
demonstrated a consistent correlation between
university students and high-risk drinking be-
haviors, this study found that the majority
of Generation Z respondents engaged in low-
risk alcohol consumption, indicating a potential
generational shift in drinking patterns.

6.1 Future Research

While the present study provides important
insights, further research is necessary to deepen
our understanding of the relationship between
trait emotional intelligence (TEI) and alcohol
consumption in Generation Z. Longitudinal
studies have the potential to track individuals
over time to examine how changes in TEI
influence drinking behaviors and whether in-
terventions targeting emotional intelligence can
lead to sustained reductions in risky alcohol
consumption. For instance, a longitudinal study
that follows university students from their first
year through early adulthood could yield valu-
able data on the long-term interplay between
emotional regulation and drinking habits.

Cross-cultural comparisons would also be
valuable in determining whether similar trends
exist across different sociocultural environ-
ments. Future research could examine whether
the relationship between TEI and alcohol
consumption differs in countries with varying
drinking norms. For example, a comparison
could be made between students in cultures
with high alcohol consumption (e.g., the Czech
Republic and Germany) and those with stricter
regulations or lower consumption rates (e.g.,
Middle Eastern countries and Scandinavian
nations). Such studies could offer insights into
the role of cultural attitudes in moderating the
impact of emotional intelligence on alcohol use.

Furthermore, subsequent research endeavors
should prioritize the assessment of the effi-
cacy of TEI-based interventions in diminishing
risky alcohol consumption. Controlled experi-
mental studies could assess different training
programs—such as cognitive-behavioral work-

shops, mindfulness techniques, or emotional
self-regulation courses—delivered in univer-
sity settings, workplace environments, or even
through digital platforms. The measurement
of outcomes, including alterations in drinking
patterns, stress coping strategies, and emotional
regulation skills, prior to and following partic-
ipation, would yield valuable data concerning
the real-world impact of these interventions.

Subsequent studies could investigate the
long-term effectiveness of TEI interventions
by conducting follow-up assessments between
six months and several years post-intervention.
This would assist in ascertaining whether TEI
enhancements are maintained over time and
whether they result in enduring behavioral
modifications, such as a reduction in binge
drinking or the development of enhanced emo-
tional coping mechanisms.

Furthermore, digital and AI-driven interven-
tions are a rapidly expanding field of interest. It
is imperative that research explore the potential
of mobile applications, artificial intelligence-
based emotional coaching, or biofeedback tools
that offer real-time emotional self-regulation
techniques and behavioral tracking to reduce
impulsive alcohol consumption. A comparative
analysis of the effectiveness of in-person versus
digital TEI training could offer valuable insights
for scalable and accessible mental health solu-
tions.

6.2 Practical Implications

The findings underscore the viability of prospec-
tive strategies for curtailing risky alcohol use
among Generation Z. Given the established
correlation between lower TEI and heightened
alcohol risk, the integration of interventions
designed to enhance emotional intelligence—
including resilience training, emotional reg-
ulation programs, and stress management
workshops—within university settings holds
considerable promise in fostering responsible
drinking behaviors. In the Czech university
context, alcohol consumption is deeply embed-
ded in student life—especially during adap-
tation weeks and throughout the semester—
with drinking serving as the primary means of
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socialization, group bonding, and even identity
formation. At most Czech universities, students
are actively encouraged to drink during official
and unofficial events, making alcohol the main
“linking part” of the student experience and
creating a significant barrier to healthier forms
of social engagement.

To address this challenge, universities should
take the lead by embedding EI skill-building
directly into the student experience and shifting
away from alcohol-centered events. For exam-
ple, instead of traditional adaptation week par-
ties that promote drinking, universities could
implement structured EI skill-building work-
shops, peer-led support groups, and mindful-
ness sessions. These programs could be modeled
after successful initiatives such as the University
of Michigan’s “Wellness Coaching,” where first-
year students attend a series of practical work-
shops focused on managing stress, recognizing
emotional triggers, and practicing refusal skills
in social drinking situations. Workshops could
be led by trained peer mentors and incorpo-
rate real-life scenarios, such as responding to
pressure to drink at parties or on social media
(Wolverine Wellness, 2025). Universities could
also take inspiration from the Czech Technical
University in Prague (ČVUT), which offers
a dedicated mental wellbeing webpage and a
mental health manual that includes guidance on
understanding and managing emotions (Vavři-
chová, 2025).

In addition, students could be encouraged to
use digital tools like the app SuperBetter, which
gamifies resilience-building and emotion regula-
tion, or Czech app Nepanikař, which provides
coping strategies and tracks emotional well-
being. Universities could also implement annual
EI assessments for all students, with those iden-
tified as high-risk being offered personalized
counseling that integrates cognitive-behavioral
therapy (CBT) and emotion-regulation train-
ing, as demonstrated effective in reducing sub-
stance cravings.

By replacing alcohol-centered activities with
EI-based programs and non-alcoholic social
events, Czech universities can break the cycle of
normalization and create a campus culture that
supports healthier coping mechanisms and more

inclusive forms of connection. Such changes
align with recommendations from Czech public
health authorities and European best practices,
where alcohol-free weeks and well-being festi-
vals have successfully reduced risky drinking
among students. Ultimately, these interventions
can help foster safer and more supportive
student communities.

These findings link to the broader links be-
tween emotional intelligence and mental health.
Strengthening emotional regulation and self-
awareness not only contributes to healthier
drinking habits but also serves as a protec-
tive factor against stress, anxiety, and other
mental health issues. In this context, Czech
institutions have started to respond with sys-
tematic support. The National Institute of
Mental Health (NIMH) is currently leading
several initiatives focused on mental health
and emotional resilience in the workplace. One
of them, the HARMONY project, launched
in 2025 in collaboration with eight European
countries, aims to develop tools, supported
by artificial intelligence, to enhance emotional
well-being and prevent mental health deterio-
ration in small and medium-sized enterprises.
The qualitative research part of the project,
aimed at university teachers, is currently un-
derway. The aim is to map current educational
approaches in universities in this area, emerging
trends and challenges that educators face when
teaching or supporting students (NIMH, 2025;
HARMONY, 2024). Additionally, the ongo-
ing Mental Health Promotion and Prevention
Project at NIMH provides Czech organizations
with practical frameworks for assessing and
supporting employee well-being. This includes
guidance on how to address common psycholog-
ical challenges such as burnout, anxiety, and al-
cohol misuse. These efforts demonstrate a grow-
ing national commitment to fostering healthier
coping mechanisms and creating emotionally
intelligent environments, both in academia and
in the workforce (NIMH, 2024).

To further strengthen the practical relevance
of this study, several concrete applications of
EI-based interventions can be proposed. Uni-
versities could incorporate short, skills-based
workshops on emotional self-regulation, stress
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management, and refusal skills directly into stu-
dent adaptation programs. Peer-led mentoring
and wellness coaching (such as the University
of Michigan’s Wellness Coaching) could be
adapted within the Czech university context
to promote emotional awareness and healthier
coping strategies. Moreover, universities may
consider integrating emotional intelligence de-
velopment into existing soft skills or mental
health curricula to normalize discussions of
emotion regulation and reduce alcohol-centered
socialization patterns.

Beyond academia, employers can apply sim-
ilar approaches by embedding EI-focused re-
silience training and emotional regulation mod-
ules into onboarding and employee well-being
programs for young professionals. These mea-
sures would translate the study’s findings
into practical, scalable interventions supporting
both public health and workplace well-being
across Generation Z populations.

Building on these recommendations, several
specific program formats can be considered:
1. University-based programs. Interactive EI

workshops could be implemented during
adaptation weeks or as part of first-year
seminars. They should cover (a) recognition
of emotional triggers linked to alcohol use,
(b) practical self-regulation techniques such
as mindfulness, breathing strategies, and
cognitive reframing, and (c) assertive com-
munication and peer-pressure resistance.
These workshops can be delivered by trained
psychologists or peer mentors and comple-
mented by follow-up discussion circles that
promote reflection and mutual support. A
peer mentoring network could also be estab-
lished, connecting senior students trained
in emotional intelligence and psychological
support with new students to foster healthy
coping mechanisms and stress management.
This model could be localized within Czech
universities’ counseling centers.

2. Curriculum and digital learning integration.
Emotional intelligence training can be em-
bedded into elective courses such as Soft
Skills Development or Mental Health and
Resilience. Credit-bearing modules might
include reflective journaling, scenario-based

simulations (e.g., managing social pressure
to drink), and digital tools for tracking
emotions and coping strategies. Mobile
applications such as SATI or the Czech
app Nepanikař could be integrated into
student wellness portals, offering self-guided
exercises in emotional regulation and stress
prevention.

3. Campus-wide well-being initiatives. To re-
duce the cultural normalization of alcohol
in student social life, universities could
organize Alcohol-Free Weeks or Well-being
Festivals featuring mindfulness workshops,
sports events, and creative expressive activ-
ities such as art therapy or theater-based
emotional training. These events could be
co-created by student organizations to pro-
mote alcohol-free community building and
positive mental health.

4. Workplace applications. Employers can
build upon these strategies by introducing
resilience and EI development modules into
onboarding programs for young employees.
Short-term digital courses, webinars, or
blended learning programs can focus on rec-
ognizing emotional triggers, managing work-
place stress, and developing adaptive coping
skills. For small and medium-sized enter-
prises, these modules could be integrated
into broader mental health initiatives—such
as the Czech National Institute of Mental
Health’s HARMONY project—to support
emotional well-being, reduce burnout, and
prevent maladaptive behaviors, including
alcohol misuse.

Through these targeted and context-sensitive
interventions, universities and employers can
actively foster emotional intelligence as a pro-
tective factor against risky drinking. Imple-
menting such programs would directly translate
the study’s findings into actionable practice,
contributing to healthier, more emotionally
resilient Generation Z communities.

6.3 Limitations

A potential limitation of this study is the
possibility of social desirability bias, in which
respondents may have underreported their
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alcohol consumption due to concerns about
negative perceptions, despite the assurance of
anonymity. Future research could address this
by incorporating qualitative methods, such as
interviews or focus groups, to foster a more
open discussion about alcohol use. A further
limitation pertains to the reliance on self-
assessment for the measurement of trait emo-
tional intelligence, a practice that is suscepti-
ble to influences such as respondents’ current
mood, situational factors, and subjective self-
perception. In order to enhance the precision
of the findings, subsequent studies may benefit
from the integration of diverse assessment tech-
niques, such as observer ratings or behavioral
indicators of emotional intelligence. Moreover,
while the study’s sample size was adequate for
statistical analysis, it is possible that this lim-
ited the strength of the detected correlations.
In subsequent research, the sample size could
be augmented to enhance the robustness of
findings and facilitate subgroup analyses based
on demographic or cultural factors.

The present study contributes to the existing
body of knowledge by offering insights into the
relationship between emotional intelligence and
alcohol consumption behaviors among Gener-
ation Z. Unlike previous studies, which often
emphasized high levels of risky drinking among
college students, our results show that low-
risk behavior prevails among Generation Z
respondents. This may signal a generational
shift in attitudes toward alcohol and a greater
emphasis on healthier lifestyles. Although the
literature often reports a gradual blurring of
gender differences in alcohol consumption, our
data confirm that these differences still persist
among Generation Z and are statistically sig-
nificant. This suggests that gender continues
to be a strong predictor of risky drinking,
even in the context of the younger generation.
These findings have implications for the devel-
opment of targeted intervention programs that
promote emotional resilience and responsible
alcohol use. Such programs could be integrated
into educational curricula, workplace training
for young professionals, and broader public
health initiatives aimed at fostering healthier
emotional coping strategies.
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ABSTRACT

This study focuses on intergenerational differences in attitudes towards sustainable consumer
behaviour. The research is based on the framework of the UN Sustainable Development Goals
(Agenda 2030) and analyses the attitudes of Generation Z, Millennials and Generation X. Opin-
ions on this issue were obtained through a questionnaire survey of 703 respondents. The results
show that younger generations are more positively disposed towards sustainability and more open
to ecological innovations, but their decisions are often influenced by price and a lack of reliable
information. Older generations take a more pragmatic approach to sustainable choices and prefer
quality, price and brand trust when making purchases. The study confirms the presence of a value-
action gap between intention and reality of consumption across all age groups and highlights the
importance of transparency and credibility of environmental information. The findings underscore
the need for differentiated marketing communication tailored to generational specifics. Institutions
should respond with stricter regulation of environmental labelling and the creation of a uniform
standard for the certification of sustainable products to improve transparency for consumers.
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1 INTRODUCTION

Consumer behaviour in the context of sus-
tainability is a complex process that encom-
passes environmental, social and economic is-
sues throughout the entire life cycle of products,

from purchase to disposal. According to Skene
(2022) it is also important to take into account
subjective norms, perceived behavioural control
and demographic factors that influence indi-
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viduals decisions to consume more sustainably.
Sustainability is characterised by an ideal eco-
nomic system in which economic development
is based on a balance between purely economic
factors, environmental considerations and social
justice. Sheoran and Kumar (2022) describe
sustainable consumer behaviour as behaviour
that takes into account environmental, social
and economic aspects throughout the con-
sumption cycle (purchase, use, disposal) and
is influenced by variables such as subjective
norms, perceived behavioural control and other
demographic factors (Sheoran and Kumar,
2022, pp. 103–145). Sustainable consumption is
largely driven by consumer habits, and it is not
always easy to break consumer habits (Puntiroli
et al., 2022). Consumer education is very
important for sustainable consumption, which
is why it is also necessary to motivate young
people to think about consumption patterns
and gradually adopt sustainability (Calafell et
al., 2019; Puntiroli et al., 2022). As studies
show (OECD, 2023; Eurostat, 2022), more and
more consumers prefer products and services
that minimise their negative impact on the
environment. According to Thøgersen (2023) a
key factor in the transition to sustainable con-
sumer behaviour is social norms and the belief
that individual decisions can have a collective
impact. Ajzen (2020) states that a significant
barrier affecting consumers across generations
is the so-called value-action gap, i.e. a situation
where individuals declare a positive attitude to-
wards environmentally friendly behaviour, but
their actual purchasing decisions often do not
correspond to this. According to Gifford and
Nilsson (2014), this gap is caused by a number
of psychological barriers, including economic
constraints, low confidence in environmental
certifications, and the perceived complexity of
changing consumption habits.

An important factor determining consumer
behaviour is the period in which an individual
was born. The origins of generational division in
society can be traced back to Auguste Comte
(1830–1842), who considered social evolution
to be a key framework for the development
of society. In his works, we find the idea that
institutions and generations are the drivers

of social development. Although he does not
directly use the term “generational change,” his
emphasis on the social reproduction of ideas and
institutions between generations is close to this
interpretation. According to Mannheim (1952,
p. 276), a generation is “people born in the same
historical period who share a common position
in the historical dimension of the social process
and are exposed during their youth to the same
formative events that shape their attitudes,
culture and social identity.” Generational dif-
ferences in consumer behaviour are particularly
evident in the way products are evaluated and
in purchasing priorities. Generation Z is most
often defined as those born between 1997 and
2012 (Schroth, 2019), although some authors
cite a slightly different time frame, such as
after 1995 (Bassiouni and Hackley, 2014). This
cohort is often referred to as “digital natives”
because they grew up surrounded by digital
technologies, the internet and smart devices
from an early age (Priporas et al., 2017).
According to Karim (2019), “Generation Z
consumes media predominantly digitally and on
mobile devices, while Generation X still relies
on traditional media such as television and
newspapers.” This generation is characterised
by a high level of environmental engagement.
However, differences between generations show
that each age segment of the population ap-
proaches the issue of sustainability differently
(McKinsey & Company, 2020; Gentina et al.,
2016). A significant shift in consumer behaviour
has been observed, particularly in relation to
the growing emphasis on sustainability, ethics
and environmental responsibility. Generation Z
and Generation Y (also known as Millennials)
are often described in the professional literature
as consumers with a higher degree of value
orientation who actively seek out brands that
represent social and environmental responsi-
bility (Šálková et al., 2023; Trivedi and Pal,
2023). For example, a study by Rai et al.
(2021) points out that younger generations are
perceived as more willing to accept sustainable
solutions if they are properly informed about
their benefits. Generation X and Baby Boomers
show lower levels of behavioural engagement in
sustainability, even though they often declare
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positive attitudes towards environmental values
(Kamenidou et al., 2020). Their decisions tend
to be more influenced by price, quality and
personal habits, and they respond more to
traditional forms of marketing with an emphasis
on utility and rationality of communication.

However, as Gifford and Nilsson (2014) point
out, many consumers face a value-action gap,
where they declare support for sustainability
but in reality prefer other factors such as
price and availability. The COVID-19 pandemic
has caused a significant change in individual
behaviour, particularly in relation to leisure and
recreational activities. People sought safer envi-
ronments to maintain their physical and mental
health, which led to a significant increase in
interest in outdoor activities. This shift was
not only a direct response to health risks, but
also reflected a broader societal trend towards
nature and active lifestyles. Lecouteux and
Moulin (2024) report that even after pandemic
restrictions were lifted, interest in activities
such as running, hiking and cycling persisted,
confirming the potential for long-term changes
in consumer preferences. Companies responded
with an increased emphasis on natural motifs,
green branding, and marketing focused on
health and authenticity. Many factors influence
consumer decision-making, and it is desirable
to understand them in order to uncover the
determinants of consumer behaviour that can
be influenced in an effort to change behaviour.
Responsible consumption is a goal defined by
the UN 2030 Agenda for Sustainable Devel-
opment: The Sustainable Development Goals
(Ferraz and Pyka, 2023). The question remains
how to effectively influence consumers to change
their behaviour towards sustainable responsible
consumption. What determinants of consumer
behaviour need to be addressed in order
to achieve behavioural change in consumers
towards sustainability? Consumer education
and training play a key role in sustainable
consumption. Thøgersen (2023) suggests that
providing education and information about
sustainable options can strengthen consumers’
ability to make informed decisions. According
to a study by Prayag et al. (2022), Genera-
tion Z not only exhibits the highest level of

environmental values, but also a higher level
of cognitive and behavioural consistency – i.e.
it is able to translate these values into specific
consumer behaviour (e.g. choosing eco-certified
accommodation). Generation Y, also known
as millennials, is most often defined as those
born between 1981 and 1996 (Dimock, 2019).
Howe and Strauss (2000) consider millennials
to be a “new great generation” characterised
by digital literacy, optimism, trust in authority,
teamwork and a focus on meaningful work.
They expect a balance between personal and
professional life, and often support equality,
diversity and social change in social issues.
Dimock (2019) specifies that the millennial
generation ends in 1996, as Generation Z has
been entering the world of the internet and
smartphones since birth. Millennials are often
described as value-oriented consumers. The
study by Prayag et al. (2022) classifies some
millennials as so-called actively sustainable
consumers who behave ecologically not only in
terms of their attitudes but also their actions
– especially in the area of travel. Generation
X, born approximately between 1965 and 1980,
is often described as pragmatic, responsible
and function-oriented. According to Holloway
(2025), although they perceive environmental
aspects positively, their consumer behaviour is
mainly motivated by price, quality and proven
products. Generation X more often draws in-
formation from traditional media and prefers
direct recommendations. Brand et al. (2022)
found that Generation X requires a higher
degree of transparency and product information
and often reads detailed reviews. Compared to
Generation Z, sustainability appeals to them
more as an added value than as a key factor in
purchasing decisions. Šálková et al. (2023) state
that while Generation X perceives luxury as a
status symbol, younger generations (Y and Z)
associate it with individuality and experience.
Baby Boomers (born around 1946–1964), the
generation preceding Generation X, show even
lower environmental engagement. Prayag et al.
(2022) classify them as having mixed priorities
– they declare an interest in ecology, but
often remain conservative in their consumer
behaviour. Research shows that different age
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groups of consumers respond differently to
various forms of marketing communication.
Digital campaigns, influencers and interactive
content are most effective with Generation Z
and Millennials, while television commercials,
print media and personal recommendations
have a greater effect on Generation X and
Baby Boomers. However, across generations,
the credibility and transparency of environmen-
tal certifications remain a key factor (Stylos
et al., 2024). The importance of marketing
in the field of sustainability is also confirmed
by research by Ornelas Herrera et al. (2025),
which analysed the preference for sustainable
food within circular agriculture in six European
countries. The results of the study show that
consumers respond positively above all to the

transparency and credibility of brands, em-
phasising the benefits for the local community
and the environment, and clear and verifiable
information about the origin of the product.

Based on these findings, the authors set the
following objectives for the study: to identify
the attitudes of individual generations towards
sustainable consumer behaviour and a healthy
lifestyle; to identify the factors that influence
individual generations and their sustainable
consumer behaviour; to determine the extent to
which perceptions of sustainability influence ac-
tual consumer behaviour. Part of the objective
of this study is to recommend communication
priorities for institutions focused on sustain-
able consumer behaviour across generations in
favour of sustainability.

2 METHODOLOGY

A questionnaire survey was conducted to
achieve the set objective. This survey was
carried out among 703 respondents in the Czech
Republic between 9 February and 21 February
2025. The questionnaire was compiled using
theoretical knowledge and previous research
in the field of consumer behaviour, sustain-
ability and healthy lifestyles. The influence
of individual generations on this behaviour
is also a subject of interest. The data was
collected via an online questionnaire created
in Google Forms, which was distributed via
social networks and email communication. The
structure of the respondents is shown in Tab. 1.
The questionnaire consists mainly of closed
questions (dichotomous, selection, scale) and
is structured into several thematic units: per-
ceptions of sustainability, attitudes towards
sustainability and healthy lifestyles, and factors
influencing sustainable consumer behaviour.
The final part of the questionnaire contains
socio-demographic characteristics. An example
question from the questionnaire from the intro-
ductory section on perceptions of sustainability
was: “What do you understand by the term
sustainability?” Respondents chose all valid
options, e.g. environmental protection, circular
economy, social justice, ethical production, etc.

The importance of sustainable behaviour, their
opinions and attitudes is expressed using a
Likert scale (scale 1 = completely unimportant
to 7 = very important), e.g. “How important do
you think sustainable behaviour is in everyday
life?”, 1 means completely unimportant to 7
= very important. The section focused on
healthy lifestyles included questions such as: To
what extent do you agree with the statements:
“I consciously try to eat healthily”, “I pay
attention to the composition of food”, “Habit
and convenience prevent me from leading a
healthy lifestyle”. In terms of consumer be-
haviour, questions included: “How important is
sustainability (ecological materials, ethical pro-
duction) to you?” and “What would motivate
you to buy more sustainable products?” (e.g.
lower price, greater choice, higher quality). A
complete overview of all questions is provided
in Tab. 2.

Note: The representation of individual gen-
erations in the sample is not uniform, with
millennials accounting for almost two-thirds of
respondents and Generation X and Generation
Z each accounting for only one-fifth of respon-
dents. Therefore, the results for individual gen-
erations may be distorted, and this imbalance
in the sample is one of the limitations of the
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Tab. 1: Structure of respondents to the questionnaire survey

Questionnaire survey
n = 703, [%]

Generation Generation Z (18–25 years old) 17.2
Generation Y – Millennials (26–41 years old) 64.6
Generation X (42–57 years old) 18.2

Economic activity Employees 65.6
Private entrepreneurs 13.3
Unemployed 0.9
Students 7.4
Maternity or parental leave 12.8

Salary Less than CZK 20,000 13.2
CZK 20,001–35,000 29.8
CZK 35,001–50,000 32.4
CZK 50,001–70,000 11.5
More than CZK 70,000 8.5
I don’t want to say 4.6

Education Primary education 1.8
Full secondary education 35.3
University degree 62.9

Size of municipality of residence Less than 5,000 inhabitants 30.5
5,000–50,000 inhabitants 27.3
50,001–500,000 inhabitants 21.7
More than 500,000 inhabitants 20.5

results of this study. Only one-tenth of the
respondents are men, so the predominance of
women may also distort the results. However,
both genders are included in the sample for the
sake of completeness of the consumer outputs
(when evaluating the results of the female-only
sample, the results did not differ significantly).

Descriptive statistics and graphs are used to
obtain an overview of the opinions and attitudes
expressed by respondents on content-related
questions. The chi-square test of independence
in a contingency table is used to test the
differences in behaviour between individual
generations. A prerequisite for its use: None
of the expected cell frequencies should be less
than one, no more than 20% of the expected
cell frequencies should be less than 5 (Cochran,
1952). The chi-square test was used to examine
differences in individual questionnaire items
across generations (Tab. 2).

Factor analysis is used to identify the fac-
tors influencing the behaviour of respondents.
Factor analysis is applied to summarise the

variability in the data set and reduce the
number of variables to a certain number of
newly created factors. The calculation begins
by determining the factor loadings based on
the eigenvalues in the principal component
analysis. The second stage is factor rotation, i.e.
transformation to interpreted factors. The last
step is the calculation of factor loadings and the
identification of newly created factors (Hebák et
al., 2013). When describing the factor loadings
of variables, factor rotation is applied using the
Varimax method.

To assess significant differences between gen-
erational groups, the non-parametric Kruskal-
Wallis H test was applied (the assumption of
normality was not met, thus a non-parametric
alternative to one-way ANOVA was selected).
This test evaluates whether the distributions
of the compared groups differ significantly by
assessing differences in median ranks. The test
is based on ranking all observations across
groups and comparing the sum of ranks between
groups. When the null hypothesis of equal
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medians across groups is rejected, it is possible
to conclude that at least one group differs
significantly from the others. Following a sig-
nificant Kruskal-Wallis test result, the Dwass-
Steel-Critchlow-Fligner (DSCF) post-hoc test

was conducted to identify specific differences
between pairs of generations. All statistical
analyses were performed using IBM SPSS
Statistics 29 software, with a significance level
of 0.05.

3 RESULTS

3.1 Sustainable Consumer
Behaviour from a Generational
Perspective

Generation Z and Millennials accounted for
more than 80% of all research participants,
which corresponds to their higher engagement
in sustainability issues. In contrast, Generation
X was less represented, which may affect the
generalisability of the results for these groups.
Nevertheless, even among older generations,
a certain degree of interest in environmental
issues can be observed, but their purchasing
decisions are more significantly influenced by
economic factors and the availability of eco-
friendly products. In terms of the perception of
sustainability as a value, Generation Z considers
sustainable behaviour to be an integral part of
their lifestyle. As many as 87% of respondents
from this group said that sustainability plays
an important role in their everyday decisions.
Among Millennials, this figure was slightly
lower, but still significant (79%), while among
Generation X it was 54%. This difference
suggests that the perception of environmental
responsibility is largely generation-dependent
and is related not only to social discourse but
also to specific values formed in the youth of
each generation. A key finding is that there
are almost no differences between generations
in terms of attitudes towards sustainable con-
sumer behaviour, but there are clear differences
in actual behaviour. Only 62% of Generation
Z and 58% of Millennials actually buy eco-
friendly products on a regular basis, confirming
the existence of the so-called value-action gap.
This phenomenon is a key problem in the
area of sustainable consumption, as it suggests
that despite positive attitudes towards eco-
friendly products, consumers often prioritise

other factors, particularly price and availabil-
ity.

The evaluation of 32 questions concerning
sustainability was organised into individual
areas: sustainable behaviour in general, fac-
tors influencing sustainable behaviour, healthy
eating and perception of a healthy lifestyle,
obstacles to a healthy lifestyle, preference for
sustainable products, and trustworthiness. The
first set of questions focused on assessing the
importance of the factors listed, the second set
on agreement with the obstacles listed, and the
third on perceptions of the statements listed.
The highest level of agreement was recorded for
the importance of sustainable behaviour in ev-
eryday life. The survey showed that the percep-
tion of the importance of sustainable consumer
behaviour is crucial, with this area receiving
the highest ratings across all generations. The
question about the credibility of companies’
sustainability measures demonstrates the ex-
pected increased interest in sustainability, but
the average response score is lower than for the
perception of the importance of sustainable be-
haviour in everyday life. Another resonant area
is healthy eating, with which respondents also
strongly identify. The obstacles to a healthy
lifestyle that were rated highest by respondents
were high financial costs. Sustainable transport
and mobility, responsible behaviour and ethical
production are considered the least important.
The evaluation of individual questions also
varies between generations.

The results of the responses on a 7-point
Likert scale by generation were processed in
32 contingency tables for 32 questions, each of
which was tested for differences in responses
by generation (Tab. 2). The chi-square test of
independence in the contingency table was used
for this purpose, but only on the condition that
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Tab. 2: Results of testing differences in responses by generation chi-square test

p-value
How important do you think sustainable behaviour is in everyday life? ×
Environmental protection 0.626
Long-term balance between economy, society and ecology 0.060
Efficient use of natural resources without depleting them 0.169
Minimising waste and promoting a circular economy 0.197
Sustainable consumption and responsible purchasing 0.840
Social justice and equal opportunities 0.583
Energy self-sufficiency and use of renewable resources 0.331
Sustainable transport and mobility 0.529
Responsible business and ethical production 0.724
Do you prefer products from companies that promote sustainability? 0.325
Do you find companies’ sustainability measures credible? 0.006
Lack of time 0.322
High financial costs 0.633
Low motivation 0.281
Lack of information 0.892
Lifestyle of my surroundings 0.252
Stress and mental discomfort 0.314
Health limitations 0.145
Lack of available options 0.613
Habit and convenience 0.823
Nothing prevents me, I follow a healthy lifestyle 0.088
I consciously try to eat healthily 0.300
I monitor the composition of food 0.532
I have a good relationship with food and enjoy eating 0.399
I eat emotionally – I use food to cope with stress or emotions 0.793
The price of food has the greatest influence on my eating habits. 0.345
Lack of time has the greatest influence on my eating habits. 0.017
The lack of available information has the greatest influence on my eating habits. ×
Marketing and advertising of food products have the greatest influence on my eating habits. ×
My eating habits are most influenced by the influence of family and friends. 0.539
I don’t worry about whether my diet is healthy ×

Note: × = the condition for using the chi-square test is not met.

a maximum of 20% of the expected values were
< 5, which was not met for 4 questions. Of the
other questions tested, only 2 questions were
statistically significant at the 5% significance
level, which are shown below in the tables and
graphs.

When asked whether companies’ actions
are trustworthy, Generation X respondents
were more likely to agree. The differences in
responses are statistically significant at the
5% level according to the chi-square test:

χ2(12;N = 697) = 27.943, p = 0.006. However,
Cramer’s V value of 0.142 indicates only a weak
factual significance of this dependence.

When asked whether lack of time most influ-
ences eating habits, Generation X respondents
were more likely to disagree. The differences
in responses are statistically significant at the
5% level according to the chi-square test:
χ2(12;N = 697) = 24.564, p = 0.017. However,
Cramer’s V value of 0.133 indicates only a weak
factual significance of this dependence.
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Fig. 1: Perception of corporate credibility in the area of sustainability

Fig. 2: Time as an obstacle to eating habits

3.2 The Influence of Individual
Factors on Sustainable
Consumer Behaviour

Factor analysis was used to verify the degree
of influence of individual variables on sustain-
able behaviour, which was the subject of the
questionnaire survey. This analysis was used to
identify new factors of sustainable behaviour
containing closely related variables (questions).
These new factors will then be compared
between generations and statistically significant
differences will be tested. The result of the
rotated component matrix (using the varimax
rotation method) indicates the assignment of
the original 32 variables to 6 newly created

factors. This classification is based on factor
loadings, i.e. correlations between the original
variable and the new factor. The closest to each
other are the questions from the sustainability
assessment set (9 questions), which form the
first factor, followed by questions from the
set assessing barriers to sustainable behaviour
(8 questions), which form the second factor,
and then questions on adherence to a healthy
lifestyle (4 questions), which form the third
factor. Furthermore, factor 4 is represented
by questions about the influence on eating
habits (5 questions), factor 5 by questions
about emotions (3 questions) and factor 6
by general questions about sustainability (3
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Tab. 3: Classification of questions into six newly created factors

Factor 1 Environmental protection
Sustainability Long-term balance between economy, society and ecology
assessment Effective use of natural resources without depleting them

Minimisation of waste and promotion of the circular economy
Sustainable consumption and responsible purchasing
Social justice and equal opportunities
Energy self-sufficiency and use of renewable resources
Sustainable transport and mobility
Responsible business and ethical production

Factor 2 High financial costs
Barriers Low motivation
to a healthy Lack of information
lifestyle The lifestyle of those around me

Stress and mental discomfort
Health limitations
Lack of available options
Habit and convenience

Factor 3 Nothing prevents me from following a healthy lifestyle
Eating I consciously try to eat healthily
habits I pay attention to food ingredients

I have a good relationship with food and enjoy eating
Factor 4 The price of food has the greatest influence on my eating habits
Barriers The lack of available information has the greatest influence on my eating habits
to eating Marketing and advertising of food has the greatest influence on my eating habits
habits My eating habits are most influenced by the influence of family and friends

I do not consider whether my diet is healthy
Factor 5 Perception of lack of time
Emotions I eat emotionally – I use food to cope with stress or emotions

I am most influenced by the recommendations of others
Factor 6 How important do you think sustainable behaviour is in everyday life?
The importance Do you prefer products from companies that promote sustainability?
of sustainability Do you find companies’ sustainability measures credible?

questions). These six newly created factors,
each of which contains questions that carry
similar information, can therefore be used for
the entire area without losing any significant
information.

Tab. 3 shows the arrangement of questions
into the six newly created factors correspond-
ing to the following names: sustainability as-
sessment, barrier assessment, healthy lifestyle
adherence, eating habits, emotions, and sustain-
ability significance.

When testing the differences in the average
values of the newly created factors between
generations, only factor 6, consisting of ques-

tions on the overall importance of sustainable
behaviour and preferences and credibility, was
statistically significantly different based on the
Kruskal-Wallis test: χ2(2;N = 703) = 12.281;
p = 0.002. According to the DSCF post-hoc
paired comparison test, a statistically signifi-
cant difference (p = 0.009) was demonstrated
between generations X and Z. The older gener-
ation (X) therefore has a higher degree of over-
all importance of sustainable behaviour. The
differences in the average ratings of individual
variables included in the newly created factors
by generation are graphically represented in
Fig. 3.
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Fig. 3: Average values of questionnaire items by factor and generation

The average values of questionnaire items
by factor and generation shown above rep-
resent the mean values of all questionnaire
items included in each of the six factors. The
highest level of agreement among consumers
across all generations was recorded for Factor
6 (importance of sustainability for life). A very

similar level of agreement was found for Factor
1 (general perception of sustainability) and Fac-
tor 3 (eating habits and healthy lifestyle). The
lowest agreement rating was recorded for Factor
4 (barriers to eating habits). Factor 2 (barriers
to a healthy lifestyle) and Factor 5 (emotions)
were rated similarly at a low level of agreement.

4 DISCUSSION

The results of this study showed the highest
level of agreement regarding the importance of
sustainable behaviour in everyday life. We know
that consumers’ efforts to behave sustainably
depend on their personal attitudes and percep-
tions of values (Tewari et al., 2022). The area
of perception of the importance of sustainable
consumer behaviour across all generations re-
ceived the highest rating in this study. Prinzing
et al. (2024) also emphasise the importance
of sustainable behaviour and its impact on
everyday life in this context, stating that people
who perform more environmentally sustainable
everyday actions also report higher subjective
well-being, with active, more demanding and
social forms of behaviour having a stronger
positive effect. In drawing the following conclu-
sions, we take into account the structure of the

sample. The barriers to a healthy lifestyle that
were rated highest by respondents in this study
were high financial costs. These results are
consistent with OECD data (2023), according
to which 65% of consumers consider price to
be the main barrier to purchasing eco-friendly
products.

The study’s findings also show that pro-
moting sustainable consumption requires a
comprehensive approach aimed at eliminating
economic barriers, increasing the availability of
eco-friendly products, and strengthening confi-
dence in the labelling of sustainable products.
At the same time, it is necessary to take into
account generational differences in information
and value preferences, which have a funda-
mental impact on consumers’ willingness to
adopt sustainable alternatives in their everyday
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lives. Across generations, long-term changes
in purchasing behaviour can be achieved and
sustainability can be strengthened as a stan-
dard part of consumer decisions. Significant
differences may arise in willingness to pay extra,
frequency of purchase, and type of information
sources used.

The study found that Generation X lacks
a motivational link between attitude and ac-
tion. Sustainable behaviour among consumers is
low even with moderate awareness. Millennials
achieve the highest scores in both attitudes and
ecological behaviour, with a demonstrably high
consistency between values and actions. This is
confirmed by Prayag et al. (2022), who argue
that Millennials are willing to prioritise sus-
tainable solutions even at a higher price if they
perceive them to be in line with their own val-
ues. Generation Z shows a strong attitude but a
lower degree of transfer into real behaviour; this
generation has the potential for environmental
behaviour, but its implementation is lower.
Generation X scores low on both variables; this
generation lacks a motivational link between
attitude and action, with trust, price and
availability being the factors that influence
this. Among Millennials, there is a positive
relationship and a high degree of consistency
between values and actions. While Generations
Z and Y perceive sustainability as a funda-
mental value, for Generation X it represents
an added rather than a determining value in
consumer decision-making. Data from Eurostat
(2022) show that eco-friendly products account
for approximately 15% of retail turnover in the
Czech Republic, with the highest share of pur-
chases made by consumers with higher incomes.
Gifford and Nilsson (2014) emphasise that
many consumers face a value-action gap, where
they declare their support for sustainability but
in reality prefer other factors such as price and
availability. Institutions need to take action
to encourage sustainable consumer behaviour.
Thøgersen (2023, p. 197): “Without substantial

institutional and infrastructural support, the
impact of individual choices remains limited,
even if consumers are motivated to act in
line with sustainable goals.” In this area, it
is possible to introduce various incentives to
support sustainable consumer behaviour, but
also strict regulations that promote sustain-
able consumer behaviour. These have been
introduced, for example, by Sweden, one of
the leading countries in terms of sustainable
policies and global sustainability performance.
In 2016, Sweden introduced a reduced VAT
rate for repair services (e.g. sewing, patches)
for clothing, footwear and home textiles –
originally from 25% to 12%. From 1 January
2025, a law requiring separate collection of
textile waste, including damaged items (e.g. un-
derwear, socks), will come into force in Sweden.
The law is intended to encourage greater reuse
and recycling of textiles and reduce the amount
of textiles that end up in landfills or in general
waste. From 1 January 2025, under the so-called
RUT-avdrag / RUT deduction, households will
also be able to deduct 25% of the cost of
professional laundry and home textile services,
even though this work could normally be done
at home. This also includes minor repairs to
clothing or textiles and transport (pickup/drop-
off) as part of this service.

Effective strategies to promote sustainable
behaviour should therefore combine economic
incentives, regulatory measures against green-
washing and a targeted communication strategy
tailored to different age groups. Only in this way
can long-term changes in purchasing behaviour
be achieved and sustainability be strengthened
as a standard part of consumer decisions. To
support all of the following recommendations, it
is important to realise that even small changes
in behaviour can lead to rapid and widespread
social shifts towards more sustainable consump-
tion patterns, as emphasised by Thøgersen
(2023) in his concept of social tipping points.
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5 CONCLUSION

The results of this study show that the attitudes
of individual generations towards sustainable
behaviour and a healthy lifestyle differ, but
only from a certain point of view. Overall,
the data indicate a high level of interest in
sustainability and a healthy lifestyle. The fac-
tors that influence individual generations and
their sustainable behaviour are fundamentally
influenced primarily by personal preferences.
Although younger generations show a higher
level of environmental awareness, their con-
sumption behaviour is influenced by afford-
ability, available product information, and the
overall situation in society. This study shows
that younger generations (especially Generation
Z and Millennials) expressed a greater will-
ingness to pay extra for eco-friendly products
compared to older generations. Generation Z
is most sensitive to issues such as ecology,
fair trade, ethical production and sustainabil-
ity. Generation X remains more focused on
utility and price. The degree of influence of
sustainability perceptions on actual consumer
behaviour is determined both by price and by
the availability and transparency of information
for consumers.

The study shows that respondents across
generations attach great importance to the
careful use of natural resources, waste min-
imisation and environmental protection, while
sustainable transport and ethical production
were perceived as less important. Healthy eating
was among the most emphasised areas, with
most respondents reporting a conscious effort
to eat healthily, with Generation Z rating
this area as the most important. Respondents

most often cited high financial costs, habits
and convenience, as well as stress and mental
discomfort, as barriers to a healthy lifestyle.
The perception of stress as an obstacle varies
significantly across generations, with Genera-
tion Z mentioning it most often and Generation
X least often. An intergenerational difference
was also noted in the assessment of the influence
of lifestyle on the environment.

A key element in promoting sustainable
consumption is ensuring transparency of infor-
mation about eco-friendly products and trans-
parency of sustainable production by com-
panies. Supporting sustainable consumption
requires cooperation between public institu-
tions, companies and the non-profit sector.
Transparency and consistent monitoring of
companies’ environmental claims, together with
effective awareness-raising and educational pro-
grammes, can contribute to a gradual shift in
consumer behaviour towards more sustainable
choices. Institutions should emphasise clear and
understandable communication and certifica-
tion of eco-friendly products so that consumers
have access to verified data and are able to
make informed decisions. A key step towards
effectively promoting sustainable behaviour is
to tailor communication strategies to different
age groups. Across all generations, the higher
price of eco-friendly alternatives was most often
cited as a barrier, confirming that economic fac-
tors remain a key element influencing sustain-
able consumer behaviour. The results obtained
and the recommendations derived from them
are also a suitable basis for social marketing
creators.
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This study addresses a critical gap in geopolitical finance by examining the heterogeneous capital
market reactions of 370 global defense and aerospace (D&A) firms to the 2022 Russia-Ukraine
war. While the impact of geopolitical shocks on financial markets is well-documented, the spe-
cific determinants of intra-sectoral returns remain underexplored. Employing an event study
methodology, this research quantifies abnormal returns around the invasion date and conducts
cross-sectional analyses to test whether these returns are systematically moderated by firms’
home country attributes, including geopolitical alignment (G7 vs. non-G7), economic status, and
national defense budget levels. The empirical results reveal a profound and statistically significant
divergence: firms domiciled in developed, G7, and high-budget nations experienced large positive
abnormal returns, while those in other national contexts suffered significant losses. Critically,
the analysis finds no evidence of a firm-size “leadership premium,” as the performance difference
between the industry’s largest firms and their smaller counterparts was statistically insignificant.
These findings suggest the market’s reaction was a sophisticated assessment of sovereign fiscal
capacity, where investors priced in a “geopolitical premium” for firms in nations with a credible
ability to fund a military buildup, while penalizing those in fiscally constrained countries for
perceived macroeconomic risk. This research contributes to the literature by demonstrating
that during a systemic geopolitical crisis, a nation’s macroeconomic and political attributes can
dominate firm-specific characteristics in driving asset valuation.

KEY WORDS

geopolitical shocks, capital markets, event study, investor sentiment, defense and aerospace,
Russia–Ukraine war

JEL CODES

G11, G12, G14



Geopolitical Shocks and Asset Pricing: Global Cross-Sectional Evidence from Defense and … 221

1 INTRODUCTION

The interplay between geopolitical instabil-
ity and global financial markets represents a
critical domain of economic inquiry, as such
conflicts introduce significant, non-diversifiable
systematic risk that can profoundly reshape
asset valuations (Nemat et al., 2025). The full-
scale invasion of Ukraine by Russia on February
24, 2022, stands as one of the most conse-
quential geopolitical shocks of the 21st century,
triggering a cascade of unprecedented economic
sanctions (see Fig. 1), severe commodity price
volatility, and a fundamental recalibration of
the global security architecture (Auer et al.,
2025; Sharma et al., 2024). The weighted
Uncertainty Index (WUI) Index (see Fig. 2), a
key measure of international tensions, surged
to its highest level on record after the covid 19
breakout, signaling a period of extreme uncer-
tainty for investors and policymakers (Ahir et
al., 2022).

The immediate economic repercussions were
global in scope; Brent crude oil prices surpassed
$100 per barrel for the first time since 2014,
European natural gas prices soared by over 50%
on the day of the invasion, and agricultural
markets faced dire disruptions, with wheat
prices climbing over 50% in the subsequent
months (Patidar et al., 2024). This shockwave
rippled through equity markets, causing sharp
sell-offs in major indices like the S&P 500 and

Germany’s DAX, while precipitating a collapse
of over 45% in the Russian stock market,
forcing its suspension (Izzeldin et al., 2023).
The Russia-Ukraine conflict has also triggered
a significant shift in global defense spending. In
the aftermath of the invasion, nations around
the world, particularly those in NATO and
the Asia-Pacific region, reassessed their military
readiness, leading to an unprecedented increase
in military expenditure, which reached $2.24
trillion in 2022, marking a 9% year-on-year
increase (Elgin et al., 2022; Swain, 2024). The
European Union launched the “Readiness 2030”
program, earmarking €800 billion for defense
infrastructure, underscoring the growing milita-
rization in response to the crisis (Soare, 2025).
As a result, defense and aerospace companies
emerged as crucial beneficiaries of this shift, as
investor sentiment favored stocks within these
industries amid the heightened geopolitical risk.

The performance of the Defense & Aerospace
sector is intrinsically linked to geopolitical
instability, with its market valuation often
reacting predictably to the outbreak of interna-
tional hostilities (Zhang et al., 2022; Gheorghe
and Panazan, 2025). A substantial body of
research applying this framework to military
conflicts consistently demonstrates that De-
fense & Aerospace firms, often termed “war
stocks” (Hudson and Urquhart, 2015) tend to

Fig. 1: Number of Sanctions imposed against Russia and other selected Countries since 2014 and after February 22, 2022
(Davydov et al., 2022)
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Fig. 2: Weighted Uncertainty Index 2008–2022 (authors compilation from https://worlduncertaintyindex.com/)

experience positive abnormal returns due to
investor anticipation of increased government
procurement and defense spending (Schneider
and Tröger, 2004; Yudaruddin and Lesmana,
2024). Studies examining the Russia-Ukraine
conflict have largely affirmed this trend, doc-
umenting significant positive returns for de-
fense equities and heightened volatility across
asset classes in the immediate aftermath of
the invasion (Boubaker et al., 2023; Covachev
and Fazakas, 2025). These market reactions
are heavily influenced by investor sentiment,
where fear and risk aversion drive portfolio
reallocations toward perceived safe-haven assets
and sectors poised to benefit from geopolitical
turmoil (Maddodi and Kunte, 2024; Song et al.,
2025). The redirection of capital into defense
stocks is a clear manifestation of this behavioral
shift, reflecting a changed perception of geopo-
litical risk that extends far beyond the defense
industry into energy and technology sectors.

However, despite a growing consensus on the
sector’s overall positive reaction, the extant lit-
erature has largely treated the D&A industry’s
response as monolithic, creating a significant
research gap. While numerous studies have
analyzed aggregate market or sectoral impacts
of the conflict (Assaf et al., 2023; Mishra

et al., 2024), there is a notable absence of
granular, firm-level, cross-country analyses that
investigate the heterogeneity of this response
within the global D&A sector. Prior research
has not systematically examined how a firm’s
geographical domicile, the economic status of
its home country, or its nation’s geopolitical
alignment moderates its valuation impact in a
major conflict with distinct international battle
lines. The Russia-Ukraine war, which sharply
delineated the geopolitical landscape between
G7-aligned nations and other global powers,
provides an ideal yet underexplored setting to
investigate these crucial cross-sectional differ-
ences. This knowledge gap constrains a nuanced
understanding of how investors price not only
event-driven risk but also a firm’s specific
national and political context during a crisis.

Therefore, the primary objective of this study
is to address this critical void by examining
the capital market reaction of a comprehensive
global sample of 370 publicly listed Defense
and Aerospace firms to the Russian invasion on
the event date of February 24, 2022. Moving
beyond a simple aggregate analysis, this paper
employs an event study methodology followed
by several cross-sectional analyses to identify
the key determinants of differential market
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reactions. Specifically, this research seeks to
answer whether the abnormal returns are sig-
nificantly different based on: (1) the firm’s
geographical location, with a comparison of
Asian, European, and North & South American
firms; (2) the economic status of the base
country, distinguishing between developed and
emerging economies; and (3) the geopolitical
association of the home country, comparing
firms based in G7 versus non-G7 nations. By
providing a detailed, firm-level analysis on
a global scale, this research offers a novel
and granular contribution to the literature on

geopolitical risk and asset pricing. It furnishes
valuable insights into the financial dynamics of
a strategic industry during a period of profound
geopolitical instability, informing policymakers,
investors, and academics.

The remainder of this paper is organized
as follows: Section 2 presents the literature
and theoretical framework, Section 3 details
the data and methodology, Sections 4 and 5
present and discuss the empirical findings, and
Section 6 concludes with policy implications
and directions for future research.

2 LITERATURE REVIEW AND
HYPOTHESIS DEVELOPMENT

Extensive research documents that major
geopolitical shocks such as wars, invasions, and
political crises tend to trigger negative reac-
tions in global stock markets, eroding investor
confidence and increasing volatility (Leigh et
al., 2003; Schneider and Troeger, 2006). This
phenomenon, first observed in early studies like
Niederhoffer (1971), is primarily driven by sud-
den risk repricing and heightened uncertainty.
However, the aggregate market downturn often
masks significant heterogeneity. During such
crises, investors typically execute a “flight-to-
safety,” reallocating capital toward safe-haven
assets like gold and oil while rotating into de-
fensive equity sectors (Rigobon and Sack, 2005).

The performance of the Defense and
Aerospace (D&A) sector, in particular, is intrin-
sically linked to geopolitical instability (Zhang
et al., 2022). Financial literature consistently
demonstrates that D&A firms, often termed
“war stocks,” tend to experience positive ab-
normal returns following the onset of military
conflicts, acting as a “war hedge” (Hudson and
Urquhart, 2015; Gheorghe and Panazan, 2024).
This reaction is driven by investor anticipation
of increased government defense budgets and
new military procurement contracts (Schneider
and Troeger, 2006). Studies examining the 2022
Russia-Ukraine conflict have largely affirmed
this trend, documenting pronounced positive
abnormal returns in the defense sector firms

in both Europe and North America (Yudarud-
din and Lesmana, 2024; Kakhkharov et al.,
2024), which contrasted sharply with losses in
most other industries (Covachev and Fazakas,
2025). Given this overwhelming and consistent
evidence from both foundational and contem-
porary research, we formulate our primary
hypothesis:

H1: The Russia-Ukraine conflict led to statis-
tically significant positive abnormal returns for
global Defense and Aerospace firms.

While an overall positive reaction for the
D&A sector is expected, contemporary research
on the Russia-Ukraine war has moved beyond
this aggregate observation to emphasize the
profound heterogeneity of market responses. A
growing consensus indicates that the magnitude
of these abnormal returns is systematically
moderated by a range of country and firm level
characteristics. Studies have consistently doc-
umented that a firm’s geographical proximity
to the conflict (Joshipura and Lamba, 2024;
Grinius and Baležentis, 2025), the economic
status of its home country (Boubaker et al.,
2022), and its nation’s geopolitical affiliations
(Yudaruddin and Lesmana, 2024) are all crucial
determinants of investor reaction. Furthermore,
evidence suggests a firm-level “flight to qual-
ity,” where investors disproportionately favor
industry leaders perceived as more resilient and
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better positioned to secure large government
contracts (Gheorghe and Panazan, 2024). This
body of evidence provides a compelling ratio-
nale for dissecting the aggregate market reac-
tion through a cross-sectional lens. Therefore,
to investigate these specific sources of variation,
the following hypotheses are proposed.

First, a firm’s geographical proximity to
a conflict zone is a critical determinant of
investor risk perception. The literature iden-
tifies a “proximity penalty,” where markets
closer to a conflict experience greater economic
disruption and more severe negative returns
(Grinius and Baležentis, 2025). Yousaf et al.
(2022), analyzing the 2022 invasion, found that
European and Asian markets were hit hardest,
while Silva et al. (2023) confirm that within
Europe, physical proximity to the war drove the
worst losses. This creates a compelling tension
for European D&A firms, which are poised to
benefit from increased regional defense spend-
ing but are simultaneously exposed to greater
macroeconomic risks. This leads to our next
hypothesis:

H2: The stock market reaction of D&A firms
differs significantly based on their geographical
domicile.

Second, a firm’s market reaction is expected
to be contingent upon the economic status of
its home country. The literature traditionally
posits that emerging markets exhibit amplified
vulnerability to global shocks due to limited
fiscal buffers, higher political risk, and greater
sensitivity to capital flight, making them inher-
ently riskier during a crisis (IMF, 2025). Inter-
estingly, some recent studies on the Ukraine
conflict have nuanced this view, finding that
developed markets, due to their high degree
of globalization and trade exposure, sometimes
suffered deeper aggregate market losses than
their emerging market counterparts (Boubaker
et al., 2022; Sun et al., 2022). However, this
aggregate market logic is unlikely to hold within
the specialized D&A sector. During a major
military conflict, investors are not just assessing
macroeconomic risk but are actively seeking
firms best positioned to receive large, stable,
and coordinated government defense contracts.
These contracts are overwhelmingly awarded

to firms in developed economies which pos-
sess the requisite scale, established government
relationships, and political stability to ramp
up production. Therefore, it is reasonable to
expect a “flight to quality” within the sector
toward firms based in developed nations, which
are perceived as more reliable and direct ben-
eficiaries of the ensuing increase in military
spending. This distinction leads to the following
hypothesis:

H3: D&A firms domiciled in developed
economies experienced significantly higher pos-
itive abnormal returns than their counterparts
in emerging economies.

Beyond geography and economics, A nation’s
geopolitical affiliation is a critical source of
cross-sectional variation in market reactions to
conflict. The literature suggests that investors
perceive firms based in countries with strong
political and military alliances, such as the
G7 or NATO, as more likely to benefit from
coordinated increases in defense spending and
economic stimulus during a crisis. This is consis-
tent with evidence from Boubaker et al. (2022),
who found that markets in NATO member
countries experienced less negative, and in some
cases even positive, abnormal returns around
the Russia-Ukraine event, a phenomenon they
attribute to a “military preparedness dividend.”
Similarly, studies focused on strategic sectors
show that firms in NATO countries exhib-
ited stronger positive reactions, as political
allegiance is seen as a proxy for anticipated
government action and contract allocation (Yu-
daruddin and Lesmana, 2024). However, the
literature also indicates that political alignment
alone is not a monolithic determinant, as its
effects are often moderated by economic and
geographic factors. Nuanced research reveals
significant heterogeneity even within politically
aligned blocs like the G7. For instance, Abbassi
et al. (2023) attribute differing reactions among
G7 firms during the Ukraine invasion to varying
levels of trade dependence and energy exposure,
which in some cases overrode the benefits of
their shared political stance. This interplay
is further refined by Silva et al. (2023), who
demonstrate that while trade exposure to the
conflict zone was a key driver of negative
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returns outside Europe, physical proximity to
the war was the dominant factor within Europe.
Collectively, these findings underscore that a
firm’s market reaction to a geopolitical shock
is highly cross-sectional, shaped by a com-
plex interplay of its home country’s political
affiliations, its economic entanglement with
the conflict, and its geographical location. We
therefore hypothesize that investors anticipated
firms domiciled within G7 nations would be the
primary beneficiaries of new defense contracts.

H4: D&A firms domiciled in G7 countries
experienced significantly higher positive abnor-
mal returns than their counterparts in non-G7
countries.

Finally, beyond country-level attributes,
firm-specific characteristics, most notably size
and market leadership, are expected to play
a crucial role. The global defense industry
is highly concentrated, with a small num-
ber of large, prime contractors receiving the
vast majority of government spending on ma-
jor weapons platforms (Smith, 2022). During
geopolitical crises, investors not only rotate
into the defense sector but also execute a
“flight to quality” within it, favoring established
market leaders. These large, dominant firms
are perceived as the most direct and certain
beneficiaries of increased military budgets due
to their production capacity, R&D capabilities,
and entrenched government relationships (Ghe-
orghe and Panazan, 2024). Furthermore, such
firms are better equipped to navigate the sup-
ply chain disruptions and economic volatility

that accompany major conflicts, demonstrating
greater resilience (Nemat et al., 2025). In
contrast, smaller firms, which often act as
subcontractors, may see benefits with a signif-
icant lag, and their future revenue streams are
perceived as less certain. While many studies
analyze aggregate sectoral data, the specific
role of firm size in moderating these returns
remains underexplored, representing a key firm-
level nuance. This leads to our final hypothesis:

H5: The top 100 D&A firms by defense
revenue experienced a significantly stronger pos-
itive market reaction to the invasion compared
to smaller firms in the sector.

The current literature establishes a strong
basis for this research, confirming that the
Defense and Aerospace (D&A) sector typically
experiences positive stock returns during geopo-
litical crises like the Russia-Ukraine war due
to anticipated increases in military spending.
However, a comprehensive, firm-level cross-
sectional analysis of the global D&A sector’s
response is largely missing. Specifically, it
remains unclear how factors such as a firm’s
geographical location, its home country’s eco-
nomic status, and its geopolitical affiliation
influence these market reactions. This study
aims to address this critical gap by providing
a detailed examination of these differential
responses across 370 firms, offering a more
nuanced understanding of how investors price
geopolitical risk in this strategic industry.

3 DATA AND METHODOLOGY

Employing a standard event study methodology
(MacKinlay, 1997; Brown and Warner, 1980),
this research quantifies the impact of the
Russia-Ukraine war on the stock returns of
global defense and aerospace firms by analyz-
ing abnormal (AR) and cumulative abnormal
returns (CAR) around the invasion date. Fur-
thermore, this research conducts cross-sectional

analyses to determine if these reactions vary
based on firm size, geography, geopolitical asso-
ciation and national defense expenditure. This
approach is standard for isolating the financial
impact of specific occurrences and has been ef-
fectively applied to geopolitical conflicts in prior
research, e.g. Yousaf et al. (2022), Memdani and
Shenoy (2019), Chen and Siems (2007).
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Tab. 1: Firms’ distribution by country, geopolitical membership, Economic status & Geo Graphic location, Defense
budget & benchmark indices

No. Country No. of
Firms

G7
Membership

Geographic
Position

Economic
Status

Defense
Budget Benchmark Indices

1 USA 93 Yes America Developed High S&P 500
2 China 71 NO Asia Developing Medium SSEC
3 Germany 38 YES Europe Developed Medium DAX
4 France 14 YES Europe Developed High CAC 40
5 UK 22 YES Europe Developed High FTSE 100
6 Italy 7 YES Europe Developed Medium FTITLMS
7 Sweeden 8 YES Europe Developed Medium OMXSPI
8 Canada 17 YES America Developed Medium S&P/TSX Composite Index
9 Australia 13 NO Asia Developed Medium ASX All Ordinaries
10 Israel 11 NO Asia Developing High TA-125 Index
11 Türkiye 2 YES Asia Developing Medium BIST 100
12 South Korea 26 NO Asia Developed High KOSPI
13 Brazil 2 NO America Developing Medium IBRX
14 Japan 15 NO Asia Developed Medium Nikkei 225
15 India 17 NO Asia Developing High BSESN
16 Singapore 8 NO Asia Developing High STI
17 Norway 6 YES Europe Developed Medium OSEAX

3.1 Data Description

The sample consists of 370 publicly traded
defense and aerospace firms listed on 19 stock
exchanges across 17 leading arms manufactur-
ing and exporting countries, as identified using
the Statista (2025) database. Daily stock price
data and corresponding national benchmark
indices were sourced from Investing.com and
Yahoo Finance. To facilitate the cross-sectional
analysis, firms were segmented based on their
country of domicile into four distinct categories:
(i) geographic region, following the World Bank
framework; (ii) geopolitical alignment (G7 vs.
non-G7); (iii) economic status (e.g., Developed,
Developing) according to WTO; and (iv) na-
tional defense budget level in terms of GDP
(Thielicke, 2024). (v) market leadership – Top
100 vs. others (Defense News, 2022). A compre-
hensive description of the sample distribution
by country, along with these classifications, is
presented in Tab. 1.

3.2 Event Study Methodology
3.2.1 Event Day, Estimation Period and

Event Windows

The event date (t = 0) is defined as February
24, 2022, marking Russia’s full-scale invasion
of Ukraine. This selection is consistent with
the established literature on this conflict war
(Nerlinger and Utz, 2022; Ahmed et al., 2023;
Yousaf et al., 2022). To establish a benchmark
for normal returns, we use a 250-day estimation
window spanning from t − 265 to t − 15.
Following the standard established by Brown
and Warner (1985) and MacKinlay (1997), this
extended period ensures robust parameter esti-
mates for the market model by mitigating the
influence of short-term volatility and reducing
the risk of model overfitting, thereby enhancing
the accuracy of the abnormal return calcula-
tions (Aktas et al., 2007). The market reaction
is then measured over a 21-day symmetric event
window from t− 10 to t+10, which is designed
to capture both anticipatory market movements
and subsequent price adjustments.
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3.2.2 Return Model
To ensure statistical robustness, daily stock
returns were calculated using the natural loga-
rithmic model (Eq. 1). This standard approach
yields time-additive returns and, critically, pro-
vides a distribution that more closely approx-
imates the normality assumption required for
the parametric tests used to assess statistical
significance (Armitage, 1995).

Rit = ln Pit

Pit−1
· 100, (1)

where Rit is actual daily return of firm i on day
t, Pit is the closing stock price of firm i on day
t and Pit−1 is the closing stock price of firm i
on day t− 1.

Expected (normal) returns were estimated
using the single-factor market model, with
parameters derived via Ordinary Least Squares
(OLS). This model is standard in event study
literature as it controls for systematic, market-
wide movements, thereby reducing the variance
of the abnormal return and increasing the
statistical power of the test (Cable and Hol-
land, 1999; Dyckman et al., 1984; MacKinlay,
1997). Its empirical validity has been well-
established since the foundational work of
(Fama et al., 1969). The model’s demonstrated
robustness across diverse market environments
makes it particularly well-suited for this multi-
country investigation of the global defense
sector (Campbell et al., 2010). The market
model is specified as follows:

Rit = αi + βiRmt + ϵit, (2)

where Rit is return of firm i on day t, Rmt is
the market return on day t, αi and βi are the
regression parameters for firm i, and ϵit is the
error term. The market return Rmt for each firm
is calculated based on the respective benchmark
indexes where the firm is listed.

3.2.3 Abnormal Returns (AR)
and Cumulative Abnormal
Returns (CAR)

Once the parameters were estimated, the ex-
pected returns Rit for each stock during the
event window were calculated, and the abnor-
mal return was computed as:

ARit = Rit − R̂it, (3)
where ARit shows the abnormal return on index
i on day t, and Rit shows the actual return on
the index i on day t.

The Average Abnormal Return (AAR) across
N firms for each day t in the event window was
then calculated as:

AARt =
1

N

n∑
i=1

ARit, (4)

where AARt is the Average abnormal return on
day t, N is the total number of firms in the
sample.

To capture the cumulative effect of the
event over multiple days, Cumulative Abnormal
Returns (CAR) for a firm i over an event
window from day t1 to day t2 were computed as:

CARi(t1,t2) =

t2∑
t=t1

ARit, (5)

where CARi(t1 ,t2 ) is the cumulative abnormal
return for firm i from day t1 to day t2.

 Finally, this study used AAR to calculate the
cumulative average abnormal returns (CAARs)
for the event window. The Cumulative Average
Abnormal Return (CAAR) for the entire
sample over the same period was calculated as:

CAAR(t1,t2) =
1

N

N∑
i=1

CARi(t1,t2), (6)

where CAAR(t1,t2) is the cumulative average
abnormal return over the event window t1 to t2.

3.3 Significance Testing

To ensure the statistical robustness of the
findings, this study employs a suite of both
parametric and non-parametric tests. For the
significance of abnormal returns, the stan-
dardized cross-sectional t-test developed by
Boehmer et al. (1991) is used, which ac-
counts for event-induced heteroskedasticity by
standardizing abnormal returns by their firm-
specific, estimation-period standard deviation.
To complement this and ensure robustness to
non-normal return distributions and outliers,
the non-parametric Wilcoxon signed-rank test
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(Wilcoxon, 1945) is also applied. This dual-
testing approach aligns with best practices
in contemporary event study research, e.g.,
Nerlinger and Utz (2022), Yousaf et al. (2022).
Given that financial return data frequently
exhibit non-normality (e.g., fat tails and skew-
ness), which can affect the reliability of para-
metric tests, the inclusion of the non-parametric

Wilcoxon test serves as a crucial robustness
check to validate our findings. To test for sig-
nificant differences between subsample groups,
this study uses an independent samples t-test
with correction for unequal variances, and its
non-parametric equivalent, the Mann-Whitney
U test (Mann and Whitney, 1947).

4 FINDINGS, ANALYSIS AND DISCUSSION

4.1 Overall Market Reaction
and Sustained Revaluation
of the Sector

The empirical results (see Tab. 2 and Fig. 3)
provide robust and statistically significant sup-
port for our primary hypothesis (H1). As
depicted in the AAR chart, the global Defense
and Aerospace (D&A) sector experienced a
substantial positive abnormal return of 1.464%
on the event day (Day 0), which is highly signif-
icant (t-stat = 5.59). This finding is consistent
with the established “war stocks” phenomenon,
confirming that investors immediately priced
in the anticipation of a sharp increase in
government defense spending and military pro-
curement following the invasion (Schneider and
Troeger, 2006; Hudson and Urquhart, 2015).
This “flight-to-arms” reaction aligns with con-
temporary studies on the Ukraine conflict which
document a similar positive revaluation of the
D&A sector, positioning it as a hedge against
the widespread negative returns that permeated
most other industries (Zhang et al., 2022;
Covachev and Fazakas, 2025).

Critically, the analysis of cumulative returns
reveals that this was not a fleeting, single-
day event. The CAAR over the full [−10,+10]
event window reached 7.38%, a figure that is
both statistically and economically significant
(t-stat = 5.11). This sustained accumulation of
abnormal returns demonstrates a fundamental
and persistent revaluation of the D&A sector
over a multi-week period, suggesting that as
more information about the conflict’s scale and
the West’s resolve became available, investors
continually revised their long-term growth ex-
pectations for these firms upward.

A more detailed examination of the daily
AARs reveals a sophisticated market response
characterized by both anticipation and post-
event information processing. The market did
not wait for the formal invasion to begin react-
ing; there was a statistically significant positive
AAR of 0.479% on Day −1 (t-stat = 3.04). This
provides strong evidence of market anticipation,
suggesting that investors were actively process-
ing information regarding troop buildups and
escalating political rhetoric, and pricing in the
increasing probability of a full-scale military
conflict. This finding aligns with the principles
of semi-strong market efficiency and is consis-
tent with research showing that markets in close
proximity to the conflict began reacting even
before the event date (Yousaf et al., 2022).

Intriguingly, the single largest abnormal re-
turn did not occur on the event day itself, but on
Day +2, with an AAR of 2.426% (t-stat = 8.74).
This delayed, yet more pronounced, reaction
can be critically interpreted in several ways.
First, it suggests that while the invasion itself
was anticipated, its full implications including
the speed and severity of the Western response,
the announcement of unprecedented sanctions,
and commitments to substantial military aid
were not fully priced in on Day 0. The spike on
Day +2 likely reflects the market’s absorption
of this new information, which clarified the
immense scale of future demand for military
hardware and technology. Second, this pattern
suggests that the initial reaction on Day 0
may have been an underestimation of the
conflict’s likely duration and intensity. As the
reality of a prolonged and major European
war set in, investors drastically revised their
expectations upward, leading to a second and
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Tab. 2: Average Abnormal Returns (AAR) and Cumulative AAR (CAAR) around the event date with parametric and
non-parametric significance tests

Event Day AAR
Cross

Sectional
T Test

Wilcoxon
Signed-Rank

Test
Event Day AAR

Cross
Sectional
T Test

Wilcoxon
Signed-Rank

Test
Average Abnormal Return (AAR)
−10 0.048% 0.35 0.347 1 0.025% 0.11 0.11
−9 −0.212% −1.21 −1.18 2 2.426% 8.74*** 8.54***
−8 0.566% 3.25*** 3.18*** 3 1.436% 5.01*** 4.89***
−7 −0.102% −0.66 −0.64 4 0.040% 0.20 0.19
−6 0.334% 1.63** 1.59 5 0.068% 0.28 0.27
−5 0.396% 3.03*** 2.96*** 6 0.454% 1.84* 1.80*
−4 −0.046% −0.29 −0.28 7 0.694% 2.92*** 2.84***
−3 −0.166% −0.89* −0.87 8 −0.576% −1.58 −1.54
−2 0.083% 0.52 0.51 9 −0.793% −0.72 −0.71
−1 0.479% 3.04*** 2.96*** 10 0.590% 3.02*** 2.94***
0 1.464% 5.59*** 5.46***

Cumulative Average Abnormal Return (CAAR)
[−1, 0] 1.94% 6.85*** −6.90*** [−2,+2] 4.47% 9.75*** −9.87***
[0, 0] 1.46% 5.59*** −5.44*** [−3,+3] 5.74% 8.73*** −9.92***
[0,+1] 1.48% 5.04*** −5.68*** [−5,+5] 6.20% 8.07*** −9.16***

[−1,+1] 1.96% 6.43*** −7.37*** [−10,+10] 7.20% 5.11*** −6.41***
Note: This table reports the Average Abnormal Returns (AAR) for each event day (t− 10 to t+ 10) and the Cumulative
Average Abnormal Returns (CAAR) for various event windows for the global sample of 370 firms. For both the daily
AARs and the cumulative CAARs, the provided cross-sectional t-test and Wilcoxon signed-rank test are used to
evaluate the null hypothesis that the abnormal return is equal to zero. All AAR and CAAR values are presented in
percent, with Day 0 representing the invasion date and significance levels denoted by asterisks: * (p < 0.10),
** (p < 0.05), *** (p < 0.01).

Fig. 3: Abnormal Returns: AAR Over Event Days and CAAR Across Event Windows
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more powerful wave of capital rotation into
the sector. The subsequent positive AARs on
days +3, +6, and +7 further reinforce this
narrative of sustained positive sentiment as the
new geopolitical reality was digested by the
market.

4.2 Firms Domicile‐Wise Market
Reaction Analysis

A granular, country-level analysis (see Tab. 3
and Fig. 4) of abnormal returns reveals a
stark and theoretically significant divergence in
market reactions, primarily driven by a nation’s
geopolitical alignment and geographical prox-
imity to the conflict. The most powerful positive
reaction was concentrated in European nations
central to the NATO alliance and the United
States. Firms in Germany, the United King-
dom, Italy, and Sweden experienced exception-
ally large and statistically significant positive
abnormal returns, with the most pronounced
gains occurring not on the event day itself but in
the immediate aftermath. For instance, German
firms posted a staggering AAR of 5.90% on
Day +2 and 6.40% on Day +3, while UK
firms saw a massive AAR of 7.10% on Day
+2. This powerful, synchronized surge critically
reframes the “proximity penalty” discussed in
the literature (Grinius and Baležentis, 2025);
for the D&A sector, geographic closeness to the
conflict transformed a regional macroeconomic
risk into a powerful sectoral boon. This provides
robust support for the “military preparedness
dividend” theory, where investors priced in an
imminent regional threat that would necessitate
immediate and substantial budgetary realloca-
tions across the continent (Boubaker et al.,
2022).

Conversely, this bullish sentiment was largely
absent in nations geographically distant from
the conflict, even among politically aligned,
developed economies. Firms in Canada, Aus-
tralia, and Japan exhibited ambivalent or even
negative returns, such as Canada’s −1.90%
AAR on Day 0. This divergence suggests that
for these countries, the negative macroeconomic
externalities of the war such as supply chain
disruptions and heightened global risk aver-

sion (Nemat et al., 2025) tempered or neu-
tralized the positive sector-specific sentiment.
The negative effect was even more pronounced
in non-aligned emerging markets like Brazil
and India, which posted significant negative
AARs of −3.40% (Day −2) and −1.10% (Day
0) respectively. For these nations, a general
“flight from emerging market risk” appears
to have dominated investor decisions, a phe-
nomenon well-documented during global crises
(Mohamad, 2022; Keleş, 2023).

The unique cases of strategically positioned
allies and non-aligned major powers further
highlight the sophistication of the market’s
response. Israel, a leading defense exporter,
and Turkey, a critical NATO member, saw
strong positive AARs of 2.60% and 3.60% re-
spectively on Day +2, indicating that investors
were also rewarding firms for their combat-
proven technology and strategic importance.
Perhaps most revealing is the volatile reaction
of Chinese firms: a sharp positive AAR of
3.80% on Day 0 was immediately erased by
a significant negative reversal of −2.50% on
Day +1. This sharp gyration likely reflects a
rapid repricing of risk as initial speculation gave
way to sophisticated investor fears of secondary
sanctions and escalating geopolitical tensions
with the West (Yang et al., 2023; Wang and Su,
2023). Collectively, these divergent trajectories
demonstrate a highly rational market response,
where the primary driver of positive returns was
not simply the existence of conflict, but a firm’s
location within the political and geographic
nexus of the Western alliance poised to respond
to it.

The analysis of Cumulative Average Abnor-
mal Returns (CAAR; see Tab. 4 and Fig. 5)
moves beyond the immediate shocks to reveal
the sustained and fundamental nature of this
market revaluation. The powerful, upward-
trending CAARs for firms in key European na-
tions confirm that the positive daily AARs were
not temporary spikes but compounded into a
significant and lasting repricing of the sector.
For instance, the massive daily returns for
German firms on Day +2 and +3 accumulated
into a remarkable CAAR of 19.92% over the
[−5,+5] window. This persistent accumulation,
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Note: The heatmap displays Average Abnormal Returns (AAR) for different countries across event days (−5 to +5).
The color intensity represents the magnitude of AAR values, with blue indicating negative values and red indicating
positive values. This allows for easy comparison of market reactions before, during, and after the event across different
countries. Countries with more red show positive AAR, while those with blue show negative or neutral responses.

Fig. 4: Heatmap of Average Abnormal Returns (AAR) Across Event Days for Different Countries

Fig. 5: Cumulative Abnormal Returns (CAAR) Across Countries for Different Event Windows
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Tab. 3: Defense & Aerospace Firms’ Country Specific Market Reaction (AAR)
Country
(Firms)

Event
Days −−5 −−4 −−3 −−2 −−1 0 1 2 3 4 5

USA AAR 0.400% 0.300% −0.200% 0.400% 0.500% 1.300% 0.200% 2.600% 1.100% 0.300% −0.100%
(93) CSect T 1.218 0.976 −0.335 1.124 1.722 2.967*** 0.611 5.785*** 2.885*** 0.982 −0.319

Wilcoxon 2.099** 1.801* 0.399 1.601 1.993* 3.099*** 0.899 5.200*** 2.701** 1.205 0.499
China AAR 0.900% −0.600% 0.400% 0.000% 1.600% 3.800% −2.500% −0.100% 1.000% −0.500% −2.200%
(71) CSect T 3.167*** −1.113 1.469 −0.165 6.330*** 6.506*** −11.970*** −0.737 4.506*** −1.673 −10.300***

Wilcoxon 2.902** 1.703* 0.500 0.204 3.302*** 3.504*** 0.191 4.798*** 2.794*** 1.402 0.104
Germany AAR 0.200% −0.200% −0.100% 0.700% 0.900% 2.000% 1.900% 5.900% 6.400% −0.800% 3.000%
(38) CSect T 0.777 −0.389 −0.217 1.460 1.840* 2.667*** 1.528 4.516*** 3.398*** −0.890 2.426**

Wilcoxon 1.503 1.202 0.604 1.691 2.299 2.997*** 1.799* 4.499*** 3.409*** 1.199 0.404
France AAR 1.000% 0.800% −2.400% 1.500% −2.000% 2.100% 0.500% 3.100% −0.500% 1.200% −0.400%
(14) CSect T 0.976 0.578 −1.329 1.049 −1.160 1.127 0.233 1.574 −0.190 0.547 −0.244

Wilcoxon 1.295 0.993 1.795* 1.192 0.801 1.394 0.206 2.009 0.395 0.993 0.208
UK AAR 0.500% 0.000% −0.600% 0.200% 0.300% 4.300% −0.500% 7.100% 2.000% −0.500% 1.200%
(22) CSect T 1.905* −0.144 −2.070* 0.541 1.495 4.190*** −1.469 5.127*** 1.633 −0.649 2.020*

Wilcoxon 2.114** 0.805 1.394 0.998 2.297** 2.995** 1.501 4.602*** 1.991* 0.897 1.106
Italy AAR −0.300% 0.200% −0.700% −0.200% 0.200% 1.300% 0.400% 6.600% 0.000% 0.300% −0.300%
(7) CSect T −0.515 0.736 −1.409 −0.363 0.361 0.606 0.368 2.028* −0.036 0.223 −0.269

Wilcoxon 0.706 0.898 0.291 0.596 0.906 1.197 0.395 2.092* 0.303 0.809 0.405
Sweden AAR −0.500% −1.100% −1.500% −1.500% 1.000% 1.300% 3.000% 5.200% −0.500% −1.900% 0.500%
(8) CSect T −0.347 −1.382 −1.812 −2.397** 0.587 0.576 1.201 1.648 −0.470 −1.215 0.308

Wilcoxon 0.993 0.795 1.001 2.197*** 0.998 1.395 1.298 2.799*** 0.494 0.901 0.292
Canada AAR 0.300% −0.100% 1.000% −0.100% −2.000% −1.900% −0.600% 2.200% 1.000% 1.000% −0.500%
(17) CSect T 0.345 −0.187 1.246 −0.057 −1.830 −1.080 −1.029 1.741 0.750 −0.041 −0.413

Wilcoxon 0.594 0.396 1.107 0.797 1.492 1.205 1.397 2.396** 1.201 0.319 0.506
Australia AAR −1.000% 0.600% −1.200% 0.300% 1.800% −1.700% −0.300% −0.500% 1.500% 1.500% 5.300%
(11) CSect T −1.819* 0.816 −1.486 0.119 1.809 −0.831 −0.107 −0.166 1.984* 0.505 1.414

Wilcoxon 0.891 1.199 0.492 0.893 1.105 0.705 1.001 1.498 2.109** 1.306 0.605
Israel AAR 0.200% 0.400% −0.100% 1.000% 1.000% −0.800% 1.600% 2.600% 0.300% 0.100% −0.600%
(11) CSect T 0.601 1.187 −0.278 1.386 1.473 −0.930 1.754 2.497** 0.825 0.101 −0.863

Wilcoxon 0.301 1.199 0.296 0.996 1.192 0.797 1.299 2.199** 1.101 0.501 0.299
Türkiye AAR −0.500% −0.900% −0.400% 0.200% 0.000% −1.300% 0.600% 3.600% 2.700% −2.800% 0.200%
(2) CSect T −1.462 −2.994* −5.083** 0.305 −0.210 −1.302 0.433 0.744 0.754 −1.167 0.124

Wilcoxon 1.092 0.691 1.303 2.003* 1.498 0.796 1.101 1.492 1.195 1.003 0.897
South AAR 0.900% −0.300% −0.100% −0.600% 0.200% 1.000% 1.000% 1.200% 1.200% 1.500% −0.900%
Korea CSect T 2.190* −1.033 −0.252 −1.706 0.784 0.879 1.159 2.748** −0.449 2.236** −1.837
(26) Wilcoxon 1.797 1.008 0.504 0.999 2.299 2.199 2.091 4.394*** 0.697 2.193** 1.711
Brazil AAR −2.500% −0.400% −1.500% −3.400% 0.000% 0.300% −0.200% 0.200% −3.300% −2.100% −3.800%
(2) CSect T −12.800*** −1.948 −0.729 −1.094 −0.001 0.197 −0.165 0.083 −2.375 −1.891 −7.959**

Wilcoxon 3.001*** 1.203 −0.199 0.903 0.109 1.501 0.807 0.994 2.007 1.807 −8.159**
Japan AAR 0.400% 0.900% 2.100% −0.600% −1.000% −1.200% 0.800% 1.000% 0.200% 0.000% 1.000%
(15) CSect T 0.715 1.452 1.515 −1.307 −1.860 −2.055* 0.863 2.627** 0.471 −0.066 1.302

Wilcoxon 1.193 1.904 1.003 0.892 1.803 1.993* 1.201 2.505** 0.508 0.909 1.004
India AAR −0.200% −0.700% −1.100% −1.700% 0.800% −1.100% 1.300% 0.800% 2.200% 0.300% 0.600%
(17) CSect T −0.362 −2.113** −1.815* −3.620*** 1.429 −2.549** 1.888* 1.435 2.014* 0.563 1.181

Wilcoxon 1.501 3.895*** 1.801* 2.092** 1.197 0.991 1.991 2.393 1.791 1.207 0.991
Singapore AAR 1.000% 2.400% 0.100% −0.700% −2.000% −0.900% 0.700% 2.000% 2.000% 0.700% 3.900%
(6) CSect T 0.640 1.964 0.480 −1.227 −0.540 −1.130 1.234 1.006 0.435 0.542 1.920

Wilcoxon 0.407 0.797 0.494 1.205 0.808 0.893 1.198 1.597 1.108 1.007 2.309*
Norway AAR −1.300% −4.400% −4.600% 2.500% 0.700% −1.300% 2.200% 0.500% −2.700% 1.600% −1.600%
(4) CSect T −1.609 −1.310 −2.283 1.343 0.321 −1.670 2.487* 0.166 −0.861 1.356 −0.794

Wilcoxon 1.297 0.991 −0.844 2.001 1.199 −1.906 1.106 0.492 −1.797 1.101 −1.493
Note: This table reports the Average Abnormal Returns (AAR) for each event day (t − 10 to t + 10) and the Cumulative Average Abnormal Returns (CAAR) for
various event windows for the full global sample of 370 firms. For both the daily AARs and the cumulative CAARs, the provided cross-sectional t-test and
Wilcoxon signed-rank test evaluate if the abnormal return is statistically different from zero. All return values are in percent. Day 0 is the invasion date.
Significance levels are denoted by asterisks: * (p < 0.10), ** (p < 0.05), *** (p < 0.01).

also seen in the UK (15.94%) and Italy (13.95%)
over the full event window, demonstrates that
investors’ positive sentiment grew stronger over
time as the paradigm shift in European security
policy became more evident. Conversely, the
CAAR results confirm the enduring negative
sentiment for firms outside the Western al-

liance. The negative daily returns observed for
Brazilian firms compounded into a catastrophic
CAAR of −23.63% in the [−10,+10] window,
indicating that the initial negative reaction was
not an overreaction but the start of a sustained
flight of capital. Perhaps most tellingly, the
CAAR for Chinese firms illustrates a complete
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Tab. 4: Country Specific CAAR

Country
(Firms)

Event
Windows [−1, 0] [0, 0] [0,+1] [−1,+1] [−2,+2] [−3,+3] [−5,+5] [−10,+10]

USA CAAR 1.840% 1.330% 1.520% 2.020% 4.960% 5.940% 6.810% 11.570%
(93) CSect T 4.030*** 3.000*** 3.040*** 4.220*** 7.020*** 5.300*** 6.430*** 5.530***

Wilcoxon 4.278*** 2.931*** 3.364*** 4.982*** 6.903*** 5.183*** 7.220*** 5.914***
China CAAR 5.430% 3.830% 1.350% 2.950% 2.770% 4.180% 1.820% −4.240%
(71) CSect T 10.170*** 6.590*** 2.680*** 6.280*** 5.170*** 5.650*** −4.240*** −8.120***

Wilcoxon 9.935*** 6.861*** 2.448** 6.047*** 5.291*** 4.693*** −5.102*** −8.401***
Germany CAAR 2.810% 1.960% 3.860% 4.720% 11.330% 17.590% 19.920% 18.730%
(38) CSect T 3.453*** 2.667*** 3.298*** 3.807*** 5.243*** 5.024*** 4.230*** 3.942***

Wilcoxon 2.947*** 2.824*** 2.844*** 3.101*** 5.976*** 4.911*** 4.264*** 3.230***
France CAAR −0.190% 2.070% 2.540% 0.280% 4.910% 1.970% 4.640% 8.030%
(14) CSect T −0.281 3.057*** 3.751*** 0.414 7.252*** 2.910*** 6.853*** 11.860***

Wilcoxon −0.250 2.663*** 2.981*** 0.350 3.899*** 2.173*** 3.521*** 4.200***
UK CAAR 4.610% 4.270% 3.730% 4.070% 11.340% 12.700% 13.990% 15.940%
(22) CSect T 4.114*** 4.190*** 2.956*** 2.996*** 4.584*** 3.769*** 4.255*** 4.639**

Wilcoxon 4.107*** 3.661*** 3.367*** 2.386** 3.988*** 2.789*** 3.591*** 3.737***
Italy CAAR 1.530% 1.320% 1.750% 1.960% 8.380% 7.640% 7.490% 13.950%
(7) CSect T 0.588 0.606 1.047 1.039 2.994*** 2.659** 3.548*** 3.879***

Wilcoxon 0.957 0.692 0.989 0.888 2.254** 2.299** 3.318*** 3.408***
Sweden CAAR 2.310% 1.290% 4.290% 5.310% 8.990% 6.990% 7.940% 9.610%
(8) CSect T 0.723 0.576 2.182** 2.113** 3.150*** 2.450** 2.893*** 3.050***

Wilcoxon 0.895 −0.306 1.944* 2.058** 2.850*** 2.250** 2.674*** 2.800***
Canada CAAR −3.450% −1.910% −2.520% −4.060% −1.880% 0.070% −0.250% −1.960%
(17) CSect T −1.912* −1.080 −1.339 −3.819** −2.574** 0.258 −0.850 −2.416**

Wilcoxon −2.332* −1.235 −1.173 −3.450** −2.306** 0.218 −0.754 −2.292**
Australia CAAR 0.110% −1.720% −2.000% −0.170% −0.340% −0.040% 6.300% 7.390%
(11) CSect T 0.066 −0.831 −0.657 0.804 −1.805 −2.101* −0.895 −1.203

Wilcoxon 0.472 −0.153 −0.693 0.756 −1.602 −1.900* −0.804 −1.105
Israel CAAR 0.140% −0.840% 0.760% 1.730% 5.340% 5.570% 5.690% 6.410%
(11) CSect T 0.098 −0.930 0.592 0.973 2.851*** 2.837*** 2.341*** 2.158***

Wilcoxon 0.080 −0.148 −0.718 1.384 2.895*** 2.687*** 2.387** 1.164
Türkiye CAAR −1.670% −1.290% −0.660% −1.040% 2.780% 5.050% 1.020% 6.320%
(2) CSect T −2.100 −1.302 −0.272 −1.587 0.452 0.517 0.553 0.659

Wilcoxon −2.210 −1.123 0.467 −1.846 0.048 0.266 1.011 0.823
South CAAR 1.120% 0.970% 1.940% 2.090% 2.680% 2.580% 3.470% 0.700%
Korea CSect T 0.864 0.639 2.201** 2.457** 2.662** 2.446** 2.236** 0.217
(26) Wilcoxon 0.599 0.896 2.250** 2.941*** 2.311** 2.282** 2.040** −0.515
Brazil CAAR 0.340% 0.340% 0.150% 0.150% −3.090% −7.870% −16.660% −23.630%
(2) CSect T 4.147* 0.197 0.257 0.123 −0.489 −0.809 −0.968 −0.845

Wilcoxon 4.295* 0.328 0.260 0.006 −1.197 −1.019 −1.139 −1.246
Japan CAAR −2.360% −1.150% −0.360% −1.570% −1.120% 1.200% 3.420% 2.480%
(15) CSect T −2.044** −2.055** −0.579 −2.468** −1.161 0.875 1.710 0.659

Wilcoxon −2.125** −1.853* 0.364 −2.381** −1.032 0.838 0.751 0.646
India CAAR −0.370% −1.150% 0.110% 0.890% −0.010% 1.120% 1.160% −1.200%
(17) CSect T −0.500 −2.549** 0.139 0.927 −0.010 0.617 4.272*** 3.866***

Wilcoxon −0.470 −1.317 0.043 1.078 −0.027 0.033 4.843*** 4.242***
Singapore CAAR −2.490% −0.890% −0.240% −1.840% −0.490% 0.190% 8.250% 5.620%
(6) CSect T −0.793 −1.130 −0.264 −0.549 −0.277 0.066 2.531*** 3.165**

Wilcoxon −0.397 −1.585 0.437 −1.250 0.016 1.161 2.036** 2.882***
Norway CAAR −0.640% −1.330% 0.840% 1.530% 4.550% −2.790% −8.570% −4.790%
(4) CSect T −0.319 −1.670 1.894 0.740 1.515 −0.521 0.366 0.708

Wilcoxon −0.269 −1.922* 1.119 0.774 0.984 −0.284 −0.094 1.483
Note: This table reports the country-specific Cumulative Average Abnormal Returns (CAAR) for various event windows. For each country
and event window, the provided cross-sectional t-test (CSect T) and Wilcoxon signed-rank test evaluate if the CAAR is statistically
different from zero. All CAAR values are in percent. Day 0 is the invasion date. Significance levels are denoted by asterisks:
* (p < 0.10), ** (p < 0.05), *** (p < 0.01).
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reversal of initial sentiment; the strong positive
reaction around Day 0 was entirely erased over
the subsequent days, resulting in a negative
CAAR of −4.24% for the full window. In
essence, the CAAR analysis confirms that the
daily reactions identified in the AAR data
were not isolated events but were part of
a persistent, multi-week re-evaluation where
investors systematically rewarded firms within
the core Western alliance while punishing or
divesting from those perceived to be on the
outside of it.

4.3 Cross-Regional Analysis of
Market Reactions

The analysis of market reactions on a geo-
graphic regional basis reveals a profound and
statistically significant heterogeneity between
the three major domiciles: Europe, the Amer-
icas, and Asia (see Tab. 5 and Fig. 6) confirmed
by both ANOVA (F -stat = 2.99, p = 0.052)
and Kruskal-Wallis tests (H-stat = 7.60, p =
0.022). The most powerful positive reaction
was concentrated in Europe, which posted a
remarkable CAAR of 17.76% over the full
event window. This finding critically inverts the
“proximity penalty”; while broader European
markets suffered due to their high trade and
energy dependence (Demir and Duan, 2018;
Grinius and Baležentis, 2025), for D&A firms,
this same proximity acted as a powerful positive
catalyst. The largest gains occurred on Day
+2, suggesting the market was reacting to
major policy shifts like Germany’s Zeitenwende,
rather than the invasion itself, a finding consis-
tent with studies documenting the outperfor-
mance of European defense stocks post-invasion
(Covachev and Fazakas, 2025; Licht, 2023).
North American firms also saw a robust positive
CAAR of 8.96%, though the lesser magnitude
suggests investors priced in the most urgent
budgetary increases occurring on the continent
directly facing the threat. In stark contrast,
the reaction of Asian firms was negative overall
(CAAR of −0.38%), demonstrating that for
these distant nations, adverse macroeconomic
consequences like inflationary pressures and
volatility spillovers overwhelmed any specula-

tive sectoral benefit (Fang and Shao, 2022).
This aligns with the “risk-off” sentiment that
often triggers capital outflows from emerging
markets during global uncertainty (Zehri et al.,
2025).

4.4 Cross-Sectional Analysis by
Economic Status

Stratifying by firms’ home-country income
status reveals a large, statistically significant
asymmetry in market reactions, consistent with
H3 (see Tab. 6 and Fig. 7). Firms headquartered
in developed economies exhibit a pronounced
and durable positive response, with CAAR
cumulating to 10.91% over the full [−10,+10]
window. This trend accelerated in the days
following the invasion, reflecting a pronounced
“flight to quality” within the sector as investors
favored the stability and strategic positioning
of these firms. Investors disproportionately
rewarded firms in developed nations, likely
perceiving them as the most reliable and
direct beneficiaries of the large, coordinated
government defense contracts that followed
the invasion (Gaio et al., 2022). These firms
benefit from stable political systems, estab-
lished procurement relationships with Western
governments, and the industrial capacity to
scale production, making them a safer bet
during a period of extreme uncertainty. This
confirms that while a geopolitical shock may
briefly lift all boats in a sector, enduring value
is ascribed only to those firms in developed
economies perceived as having the institutional
and political resilience to truly capitalize on the
new geopolitical landscape (Assaf et al., 2023;
Joshi et al., 2023).

Conversely, firms in developing economies fol-
lowed a starkly different trajectory. An initially
stronger positive reaction around the event day,
with a CAAR of 4.11% in the [−1, 0] window,
rapidly and dramatically reversed in the post-
event period. This initial speculative surge was
completely erased, with the CAAR plummeting
to a final, statistically significant −3.87% over
the full event window. As discussed previously,
this reversal strongly suggests that the adverse
macroeconomic consequences of the conflict
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Tab. 5: AAR, CAAR, and Variance analysis Across Different Regions

Event North & South America (115) Europe (95) Asia (160)
Day AAR CSect T Wilcoxon AAR CSect T Wilcoxon AAR CSect T Wilcoxon
−10 0.53% 2.145** 1.501 0.51% 1.521 1.065 −0.57% −3.597*** −2.518**
−9 0.01% 0.021 0.015 0.17% 0.708 0.496 −0.60% −3.362*** −2.353**
−8 0.76% 2.282** 1.597 0.63% 2.414** 1.690* 0.39% 1.364 0.955
−7 0.02% 0.060 0.042 −0.48% −1.362 −0.953 0.04% 0.189 0.132
−6 1.27% 2.887*** 2.021** 0.75% 2.050** 1.435 −0.59% −2.234** −1.564
−5 0.30% 1.082 0.757 0.24% 0.995 0.697 0.56% 3.160*** 2.212**
−4 0.23% 0.838 0.587 −0.24% −0.792 −0.554 −0.12% −0.492 −0.344
−3 −0.02% −0.046 −0.032 −0.92% −2.555** −1.789* 0.18% 0.863 0.604
−2 0.24% 0.779 0.545 0.52% 1.651 1.156 −0.29% −1.311 −0.918
−1 0.19% 0.680 0.476 0.22% 0.567 0.397 0.84% 4.164*** 2.915***
0 0.84% 1.812* 1.268 2.20% 4.249*** 2.974*** 1.47% 3.666*** 2.566***
1 0.06% 0.227 0.159 1.11% 1.775* 1.243 −0.65% −2.193** −1.535
2 2.48% 5.993*** 4.195*** 5.49% 7.191*** 5.034*** 0.54% 2.181** 1.527
3 1.04% 2.724 1.907 2.86% 2.987*** 2.091*** 0.87% 4.865*** 3.406***
4 0.23% 0.754 0.528 −0.36% −0.697 −0.488 0.15% 0.572 0.400
5 −0.23% −0.689 −0.482 1.41% 2.338** 1.637 −0.53% −1.556 −1.089
6 0.24% 0.673 0.471 2.18% 2.820*** 1.974* −0.43% −2.342*** −1.639*
7 1.05% 1.769* 1.238 0.58% 1.206 0.844 0.50% 2.488*** 1.742*
8 0.35% 0.717 0.502 0.17% 0.138 0.097 −1.69% −6.794*** −4.760***
9 −0.27% −0.795 −0.557 −1.01% −0.241 −0.169 −1.04% −5.251*** −3.680***
10 −0.36% −1.054 −0.738 1.76% 3.174*** 2.222** 0.57% 3.439*** 2.407***

Window CAAR CSect T Wilcoxon CAAR CSect T Wilcoxon CAAR CSect T Wilcoxon
[−1, 0] 1.03% 2.094 1.466 2.41% 4.191 2.934 2.32% 5.352 3.746
[0, 0] 0.84% 1.812 1.268 2.20% 4.249 2.974 1.47% 3.666 2.566
[0,+1] 0.90% 1.743 1.220 3.30% 4.495 3.147 0.83% 2.331 1.632

[−1,+1] 1.09% 2.066 1.446 3.52% 4.630 3.241 0.91% 1.853 1.297
[−2,+2] 3.81% 5.083 3.558 9.53% 7.973 5.581 1.92% 4.274 2.992
[−3,+3] 4.83% 4.601 3.221 11.47% 5.965 4.175 2.97% 5.589 3.912
[−5,+5] 5.36% 4.223 2.956 12.51% 5.750 4.025 3.03% 4.442 3.109

[−10,+10] 8.96% 4.584 3.209 17.76% 3.955 2.769 −0.38% −0.423 −0.296
Analysis of Variance Test Statistics p-value
ANOVA (F Statistic) 2.9979* 0.0524
Kruskal-Wallis (H Statistic) 7.5973** 0.0224

Note: This table reports the Average Abnormal Returns (AAR) and Cumulative Average Abnormal Returns (CAAR) for firms
segmented by geographic region (North & South America, Europe, and Asia). For both the daily AARs and the cumulative
CAARs within each region, the provided cross-sectional t-test (CSect T) and Wilcoxon signed-rank test evaluate if the abnormal
return is statistically different from zero. All return values are in percent. The ‘Analysis of Variance’ section tests for significant
differences between the regions. Day 0 is the invasion date. Significance levels are denoted by asterisks: * (p < 0.10),
** (p < 0.05), *** (p < 0.01).
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Tab. 6: AAR & CAAR for D&A Firms in Developed and Developing Economies

Developed Developing
Event Day AAR CSect T Wilcoxon AAR CSect T Wilcoxon
−10 0.44% 2.7242*** −2.564** −1.13% −5.441*** −2.518**
−9 0.16% 0.7452** 2.606** −1.34% −7.622*** −2.353**
−8 0.22% 1.0499 1.170 1.59% 6.464*** 0.955
−7 −0.18% −0.9631 0.373 0.14% 0.580 0.132
−6 0.84% 3.6511*** −1.435 −1.17% −2.882** −1.564
−5 0.33% 2.1458** 1.082 0.58% 2.472** 2.212**
−4 0.14% 0.8463 0.838 −0.60% −1.518 −0.344
−3 −0.24% −1.0383 −0.046 0.06% 0.255 0.604
−2 0.25% 1.2856 0.779 −0.42% −1.835 −0.918
−1 0.18% 0.9266 0.685 1.37% 6.081*** 2.915***
0 1.04% 3.4451*** 1.812* 2.73% 5.371*** 2.566***
1 0.60% 2.1465** 0.227 −1.68% −6.627*** −3.535
2 3.19% 9.0626*** 5.993*** 0.13% 0.628 1.527
3 1.52% 4.1005*** 2.724*** 1.18% 4.212*** 3.406***
4 0.19% 0.7610 0.754 −0.41% −1.686 0.400
5 0.65% 2.1267** −1.689 −1.66% −7.327*** −4.089***
6 0.89% 2.7924*** 2.173** −0.84% −3.996*** −1.639*
7 0.74% 2.4070** 1.969* 0.57% 2.191** 1.742*
8 −0.01% −0.0133 0.717 −2.28% −6.087*** −4.760***
9 −0.56% −0.3886 −0.795 −1.48% −7.902*** −3.680***
10 0.53% 2.1050** −1.054 0.77% 3.656*** 2.407***

Event Window CAAR TSTAT Wilcoxon CAAR TSTAT Wilcoxon
[−1, 0] 1.22% 3.7190*** 2.352** 4.11% 8.085*** 3.286***
[0, 0] 1.04% 3.4450*** 2.103** 2.73% 5.371*** 2.162**
[0,+1] 1.64% 4.4230*** 3.754*** 1.05% 2.578*** 1.032

[−1,+1] 1.81% 4.7250*** 3.104*** 2.43% 5.847*** 2.389**
[−2,+2] 5.26% 9.0270*** 6.653*** 2.14% 4.256*** 1.726*
[−3,+3] 6.54% 7.7790*** 4.905*** 3.38% 4.684*** 1.935*
[−5,+5] 7.85% 8.0780*** 6.207*** 1.29% 1.599 0.680

[−10,+10] 10.91% 6.0940*** 5.658*** −3.87% −3.343*** −1.372
Analysis of Variance Test Statistics p-value
Independent Sample T test (t Score) 3.111*** 0.002
Mann-Whitney U test (z Score) 2.908*** 0.004

Note: This table reports the Average Abnormal Returns (AAR) and Cumulative Average Abnormal Returns (CAAR) for
firms segmented by their home country’s economic status (Developed vs. Developing). The TSTAT and Wilcoxon tests
assess the statistical significance of the daily AARs and cumulative CAARs within each group. The ‘Analysis of
Variance’ section at the bottom reports the results of an Independent Sample t-test and a Mann-Whitney U test, which
evaluate if the difference in returns between the two groups is statistically significant. All return values are in percent.
Significance levels are denoted by asterisks: * (p < 0.10), ** (p < 0.05), *** (p < 0.01)
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Fig. 6: AAR and CAAR for different regions over event windows

Fig. 7: AAR and CAAR Comparison of Defense & Aerospace Firms: Developed vs. Developing Countries
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and a general flight from emerging market
risk ultimately overwhelmed any initial positive
sentiment for these firms (Keleş, 2023). This
is consistent with the broader literature high-
lighting the amplified vulnerability of emerging
markets to global shocks (Zehri et al., 2025;
Nasouri, 2025). While some studies have noted
that developed markets can suffer deeper aggre-
gate market losses due to high trade exposure
(Chowdhury and Khan, 2024), our findings
reveal that within the D&A sector, the opposite
is true: investors ultimately favored the stability
and strategic positioning of firms in developed
economies (Gaio et al., 2022; Obi et al., 2023).
This confirms H3 and demonstrates that while a
geopolitical shock may briefly lift all boats in a
sector, enduring value is ascribed only to those
firms perceived as having the institutional and
political resilience to truly capitalize on the new
geopolitical landscape.

The statistical significance of this observed
heterogeneity is also confirmed by the analysis
of variance. Both the Independent Sample
T -test (t-score = 3.11, p = 0.002) and the non-
parametric Mann-Whitney U test (z-score =
2.91, p = 0.004) indicate that the difference
between the two groups.

4.5 Cross-Sectional Analysis by
Geopolitical Status

A cross-sectional analysis of the event study re-
sults provides robust empirical support for the
hypothesis that defense and aerospace (D&A)
firms in G7 nations experienced a significantly
more favorable market reaction than their non-
G7 counterparts (see Tab. 7 and Fig. 8). While
firms in both groups saw positive abnormal
returns on the event day, the G7 cohort’s
returns were substantially larger and more per-
sistent. This is most evident in the Cumulative
Abnormal Average Returns (CAAR) over the
11-day [−5,+5] event window, where G7 firms
registered a gain of 9.06%, nearly four times the
2.47% return for non-G7 firms. The statistical
significance of this divergence is confirmed by a
Mann-Whitney U test (p = 0.0226), definitively
indicating that the superior performance of the
G7 firms was not due to random chance.

This pronounced disparity reflects the mar-
ket’s efficient pricing of a “geopolitical pre-
mium” associated with the G7 bloc. Investors
appear to have anticipated that the powerful,
economically-aligned G7 nations would engage
in larger, more coordinated, and more certain
increases in defense and aerospace investment
following the event. This interpretation aligns
with existing literature demonstrating that
membership in strong geopolitical alliances is
a critical determinant of market responses
to conflict (Yudaruddin and Lesmana, 2024;
Boubaker et al., 2022). The weaker, less uniform
reaction of non-G7 firms can be attributed to
their heterogeneity in political allegiances and
economic capacity (Bossman and Gubareva,
2023; Hu et al., 2025), which created a more
ambiguous and less compelling investment sig-
nal. Ultimately, the analysis confirms that a
firm’s domicile within a dominant geopolitical
alliance is a primary mediating factor in how
capital markets price the financial implications
of major international events.

4.6 Cross-Sectional Heterogeneity:
The Macroeconomic Constraint
of Defense Budgets

The cross-sectional analysis reveals a profound
heterogeneity in market reactions, contingent
on the domicile country’s pre-existing defense
expenditure as a percentage of GDP (see Tab. 8
and Fig. 9). The empirical evidence provides
strong support for the hypothesis that firms
in high defense budget nations significantly
outperform those in low budget nations. This
divergence is most starkly illustrated in the
Cumulative Abnormal Returns (CAR). While
firms in high-budget countries accrued a sta-
tistically significant CAR of 6.49% over the
[−5,+5] window, firms in low-budget countries
experienced a dramatic value destruction, post-
ing a CAR of −6.30% over the same period.
The statistical significance of this divergence is
positively confirmed by both the independent
sample T -test (t = 3.200, p < 0.01) and the
non-parametric Mann-Whitney U test (z =
2.829, p < 0.01), which reject the null hy-
pothesis of identical return distributions. This
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Tab. 7: Firms Reaction on basis of Geopolitical Status

G7 Non-G7
Event Day AAR TSTAT Wilcoxon AAR TSTAT Wilcoxon
−10 0.60% 2.968*** 2.523** −0.67% −4.287*** −3.858***
−9 0.18% 0.642 0.385 −0.72% −4.019*** −3.617***
−8 0.73% 3.493*** 3.144*** 0.35% 1.201 0.720
−7 −0.29% −1.285 −0.771 0.14% 0.700 0.420
−6 1.03% 3.566*** 3.210*** −0.57% −2.105** −1.789*
−5 0.38% 2.079** 1.767* 0.42% 2.255** 1.917*
−4 0.21% 1.091 0.654 −0.38% −1.459 −0.875
−3 −0.12% −0.392 −0.235 −0.23% −1.265 −0.759
−2 0.37% 1.712* 1.027 −0.29% −1.256 −0.753
−1 0.07% 0.302 0.181 1.01% 4.873*** 4.385***
0 1.37% 3.981*** 3.583*** 1.59% 3.915*** 3.524***
1 0.44% 1.393 0.836 −0.51% −1.640 0.984
2 3.70% 9.006*** 8.105*** 0.76% 2.503*** 2.127**
3 1.97% 4.105*** 3.694*** 0.74% 3.657*** 3.291***
4 0.05% 0.161 0.096 0.03% 0.120 0.072
5 0.64% 1.927* 1.156 −0.67% −1.980* −1.188
6 1.15% 2.840*** 2.414** −0.45% −2.360** −2.006**
7 0.70% 1.784* 1.070 0.69% 3.335*** 3.002***
8 0.08% 0.139 0.083 −1.44% −5.229*** −4.706***
9 −2.33% −6.554*** −5.899*** 1.22% 0.493 0.296
10 0.56% 1.752* 1.051 0.63% 3.570*** 3.213***

CAR Windows CAAR TSTAT Wilcoxon AAR TSTAT Wilcoxon
[−1, 0] 1.43% 3.830*** 3.447*** 2.61% 6.043*** 5.437***
[0, 0] 1.37% 3.981*** 3.582*** 1.59% 3.915*** 3.522***
[0,+1] 1.80% 4.196*** 3.776*** 1.08% 2.797*** 2.371**

[−1,+1] 1.87% 4.381*** 3.943*** 2.10% 4.819*** 4.337***
[−2,+2] 5.94% 8.493*** 7.643*** 2.57% 5.109*** 4.598***
[−3,+3] 7.79% 7.434*** 6.690*** 3.08% 5.099*** 4.589***
[−5,+5] 9.06% 7.597*** 6.837*** 2.48% 3.255*** 2.929***

[−10,+10] 11.45% 7.952*** 7.157*** 1.67% 0.640 0.384
Analysis of Variance Test Statistics p-value
Independent Sample T test (t Score) 1.846* 0.0673
Mann-Whitney U test (z Score) 2.284** 0.0226

Note: This table reports the Average Abnormal Returns (AAR) and Cumulative Average Abnormal Returns (CAAR) for
firms segmented by their home country’s geopolitical status (G7 vs. Non-G7). The TSTAT and Wilcoxon tests assess
the statistical significance of the daily AARs and cumulative CAARs within each group. The ‘Analysis of Variance’
section reports the results of an Independent Sample T -test and a Mann-Whitney U test, which evaluate if the
difference in returns between the two groups is statistically significant. All return values are in percent. Significance
levels are denoted by asterisks: * (p < 0.10), ** (p < 0.05), *** (p < 0.01).
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Fig. 8: Comparison of Cumulative Abnormal Returns (CAR) and Average Abnormal Returns (AAR) Across Event
Windows.

finding extends the established literature on
regional disparities (Auer et al., 2025; Joshipura
and Lamba, 2024) by identifying a nation’s
fiscal commitment to defense as a critical
explanatory variable for market performance
during geopolitical shocks.

This valuation asymmetry can be rational-
ized as the market’s forward-looking assessment
of macroeconomic stability versus fiscal con-
straint. For the high-budget cohort, investors
credibly anticipate that new expenditures can
be sustainably funded, leading to positive
re-pricing consistent with research on well-
supported defense sectors (Martins et al., 2025).
Conversely, the strong negative reaction for the
low-budget cohort indicates that the market
is pricing in a severe “crowding-out” effect,
where the systemic risk of macroeconomic
instability from forced spending outweighs any
potential firm-specific contract gains (Karaki
and Safieddine, 2023; Olejnik and Kuna, 2025).
The market, therefore, differentiates not merely
on the opportunity for new revenue, but on
the sovereign capacity to capitalize on that
opportunity without inducing fiscal distress.

4.7 The Firm Size Effect in the
Defense & Aerospace Sector
During Geopolitical Shocks

A cross-sectional analysis based on firm size,
operationalized by segmenting the sample into
“Top 100” global defense firms by revenue

and “The Rest,” reveals a nuanced market
reaction to the geopolitical shock (see Tab. 9
and Fig. 10). The primary finding is that the
event acted as a powerful, sector-wide catalyst,
precipitating a positive and statistically signif-
icant revaluation for defense firms irrespective
of their market leadership. This is evidenced by
the robustly positive and significant Cumulative
Abnormal Returns (CAR) for both cohorts
in the critical [−1,+1] event window (Top
100: 3.16%; The Rest: 1.61%). This sector-
wide uplift suggests that investors anticipated
a broad-based increase in defense expenditures
and military procurement, a finding consistent
with recent studies indicating that major geopo-
litical conflicts provide a valuation boost to the
defense sector as a whole, not merely its largest
players (Martins, 2024).

However, the analysis did not find statisti-
cally significant proof that the largest defense
companies performed better than the rest.
While the stock prices for the Top 100 firms
did rise by a larger amount on paper (for
example, 10.04% vs. 5.03% in one timeframe),
statistical tests showed this difference was not
large enough to be meaningful and could have
been due to random chance. This lack of a clear
“leadership advantage” is a critical finding.
It suggests that investors did not believe the
benefits of the conflict would be captured
only by the main, big contractors. Instead,
investors seem to have wisely recognized that
the defense industry is a deeply interconnected
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Tab. 8: Cross-Sectional Analysis of Abnormal Returns: High vs. Low Defense Budget Nations

High Defense (195) Moderate to Low (175)
Event Day AAR TSTAT Wilcoxon AAR TSTAT Wilcoxon
−10 0.17% 0.836 1.988** −0.57% −2.944*** −1.909*
−9 0.18% 0.590 2.568*** 0.13% 0.783 −0.817
−8 0.34% 1.486 2.600*** −0.74% −3.561*** 2.886***
−7 −0.38% −1.660 −1.794* 1.73% 9.184*** 2.146**
−6 0.64% 2.683*** 3.036*** 1.04% 2.895*** 2.576***
−5 0.48% 2.567*** 4.094*** −1.32% −6.924*** 2.055**
−4 0.21% 1.101 2.357*** −4.37% −16.014*** −3.479***
−3 −0.41% −1.457 −3.177*** −4.63% −19.449*** −11.380***
−2 0.12% 0.546 −0.399 2.52% 12.709*** 7.475***
−1 0.22% 0.950 4.015*** 0.69% 3.122*** 4.179***
0 1.28% 3.782*** 2.625*** −1.33% −3.248*** 5.214***
1 0.40% 1.613 2.611*** 2.16% 5.815*** 3.070***
2 2.75% 8.113*** 8.189*** 0.50% 1.134 0.629
3 0.98% 3.028*** 4.193*** −2.71% −5.288*** 5.040***
4 0.41% 1.601 2.017** 1.57% 5.871*** 3.307***
5 0.06% 0.265 0.670 −1.65% −4.316*** −3.261***
6 0.82% 2.035** 1.775* 2.27% 8.388*** 4.443***
7 1.21% 3.482*** 4.267*** −0.23% −0.708 0.374
8 0.33% 0.572 −1.080 −0.83% −1.992* −4.540***
9 −1.23% −4.160*** −4.554*** −1.05% −0.435 −0.771
10 0.18% 0.670 2.810*** 2.03% 7.304*** 5.432***

CAR Windows CAAR TSTAT Wilcoxon AAR TSTAT Wilcoxon
[−1, 0] 1.49% 4.255*** 3.914*** −0.64% −1.353 5.877***
[0, 0] 1.28% 3.782*** 2.625*** −1.33% −3.248*** 5.214***
[0,+1] 1.68% 4.464*** 4.446*** 0.84% 1.850* 4.037***

[−1,+1] 1.90% 5.271*** 5.373*** 1.53% 2.986*** 5.285***
[−2,+2] 4.76% 8.680*** 7.961*** 4.55% 5.982*** 6.480***
[−3,+3] 5.33% 6.560*** 7.309*** −2.79% −2.555*** 7.036***
[−5,+5] 6.49% 7.034*** 7.587*** −6.30% −4.586*** 4.408***

[−10,+10] 8.76% 6.715*** 6.860*** −4.79% −1.752* 1.688
Analysis of Variance Test Statistics p-value
Independent Sample T test (t Score) 3.200*** 0.0064
Mann-Whitney U test (z Score) 2.829*** 0.0047

Note: This table reports the Average Abnormal Returns (AAR) and Cumulative Abnormal Returns (CAAR) for firms
segmented by their home country’s defense budget level (High Defense vs. Moderate to Low). The TSTAT and Wilcoxon
tests assess the statistical significance of the daily AARs and cumulative CAARs within each group. The ‘Analysis of
Variance’ section reports the results of an Independent Sample T -test and a Mann-Whitney U test, which evaluate if
the difference in returns between the two groups is statistically significant. All return values are in percent. Significance
levels are denoted by asterisks: * (p < 0.10), ** (p < 0.05), *** (p < 0.01).
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Tab. 9: AAR of Top 100 Defense firms vs Rest of the Defense & Aerospace Firms

Top 100 The Rest
Event Day AAR TSTAT Wilcoxon AAR TSTAT Wilcoxon
−10 0.29% 1.930* 1.904* −0.03% −0.167 −0.210
−9 −0.16% −0.530 0.111 −0.24% −1.149 −1.706*
−8 0.97% 4.770*** 4.405*** 0.45% 2.080** 4.169
−7 0.17% 0.865 0.356 −0.18% −0.971 −0.056
−6 −0.04% −0.231 −0.596 0.43% 1.671 1.346
−5 0.45% 2.813*** 2.482*** 0.38% 2.350*** 3.210***
−4 0.45% 2.875*** 2.930*** −0.19% −0.976 −2.124**
−3 −0.14% −0.893 −1.710* −0.18% −0.760 −1.251
−2 0.15% 0.639 0.332 0.06% 0.309 −0.999
−1 0.70% 3.294*** 3.458*** 0.44% 2.262*** 4.934***
0 1.74% 4.730*** 4.650*** 1.33% 4.197*** 3.947***
1 0.73% 3.258*** 3.083*** −0.16% −0.576 −1.753*
2 4.58% 6.347*** 6.744*** 1.78% 6.363*** 6.530***
3 1.64% 3.175*** 3.439*** 1.36% 4.020*** 5.984***
4 −0.14% −0.459 −0.037 0.08% 0.326 −0.900
5 −0.11% −0.315 −0.013 0.13% 0.453 −1.470
6 0.99% 3.156*** 2.986*** 0.31% 1.028 −0.354
7 1.09% 2.909*** 2.866*** 0.52% 1.804* 2.374***
8 −0.91% −2.442*** −2.343*** −0.54% −1.181 −3.851***
9 −1.84% −4.262*** −4.562*** −0.50% −0.360 −7.370***
10 0.88% 3.186*** 3.236*** 0.51% 2.124*** 4.912***

CAR Windows CAAR TSTAT Wilcoxon AAR TSTAT Wilcoxon
[−1, 0] 2.43% 5.451*** 5.455*** 1.77% 5.187*** 5.209***
[0, 0] 1.74% 4.730*** 4.650*** 1.33% 4.197*** 3.947***
[0,+1] 2.46% 5.656*** 5.307*** 1.17% 3.298*** 3.603***

[−1,+1] 3.16% 6.393*** 6.134*** 1.61% 4.412*** 5.157***
[−2,+2] 7.89% 6.793*** 6.800*** 3.45% 7.291*** 7.296***
[−3,+3] 9.38% 6.024*** 6.314*** 4.63% 6.542*** 7.674***
[−5,+5] 10.04% 6.862*** 6.569*** 5.03% 5.689*** 6.662***

[−10,+10] 11.46% 5.945*** 5.834*** 5.75% 3.346*** 3.746***
Analysis of Variance Test Statistics p-value
Independent Sample T test (t Score) 0.802 0.424
Mann-Whitney U test (z Score) 1.157 0.246

Note: This table reports the Average Abnormal Returns (AAR) and Cumulative Abnormal Returns (CAAR) for firms
segmented by size (Top 100 vs. The Rest). The TSTAT and Wilcoxon tests assess the statistical significance of the daily
AARs and cumulative CAARs within each group. The ‘Analysis of Variance’ section reports the results of an
Independent Sample T -test and a Mann-Whitney U test, which evaluate if the difference in returns between the two
groups is statistically significant. All return values are in percent. Significance levels are denoted by asterisks:
* (p < 0.10), ** (p < 0.05), *** (p < 0.01).
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Note: Figure compares the Cumulative Abnormal Returns (CAR) and Average Abnormal Returns (AAR) for defense
companies with high and low defense budgets. The data is visualized across various event windows, highlighting the
performance differences and market reactions based on the budget allocation. The first chart shows the CAR for both
categories, while the second chart illustrates the daily AAR fluctuations in response to defense budget changes.

Fig. 9: Comparison of Cumulative Abnormal Returns (CAR) and Average Abnormal Returns (AAR) for High and Low
Defense Budget

Fig. 10: AAR and CAAR for Top 100 vs The Rest Across Event Days and CAR Windows

supply chain. They understood that a surge in
demand for the Top 100 firms would require
those companies to place more orders with the
vast network of smaller, specialized suppliers.
In other words, a rising tide lifts all boats.
While the more famous Top 100 stocks may
have seen more trading activity right after

the event, causing their prices to jump around
more, the core investment idea, that the whole
sector would benefit quickly spread. Therefore,
investors didn’t just rush to the “safest” big
companies. Instead, they re-evaluated the entire
defense industry as more valuable, anticipating
a new era of higher government spending.
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5 DISCUSSION

The empirical results of this study contribute
to the literature on geopolitical finance by both
reinforcing and refining existing frameworks. In
line with foundational research on “war stocks,”
the findings first confirm that the Russia-
Ukraine conflict triggered significant positive
abnormal returns for the global D&A sec-
tor, validating the “flight-to-arms” hypothesis
(H1) also documented in contemporary studies
(Schneider and Troeger, 2006; Covachev and
Fazakas, 2025; Zhang et al., 2022). However, the
central contribution of this paper moves beyond
this aggregate effect to dissect the profound
heterogeneity of these returns, demonstrat-
ing that country-level attributes overwhelm-
ingly dominated firm-specific characteristics.
The outperformance of firms domiciled in G7,
developed, and high-budget nations (H2, H3,
H4) aligns with literature identifying a “mili-
tary preparedness dividend” for geopolitically
aligned blocs like NATO, where investors antic-
ipate coordinated increases in defense spending
(Boubaker et al., 2022). Critically, this research
refines the “proximity penalty” concept, which
posits that markets closer to a conflict suffer
greater losses (Grinius and Baležentis, 2025;

Yousaf et al., 2022). For the strategically vital
D&A sector, this study finds the opposite:
geographic proximity to the conflict trans-
formed a regional macroeconomic risk into
a powerful “proximity premium,” particularly
for European firms. Furthermore, the analysis
challenges a simple firm-level “flight to quality”
narrative by finding no statistically significant
“leadership premium” for the industry’s largest
firms (H5). This suggests the market reaction
was not a narrow rotation into a few prime
contractors but a systemic, sector-wide reval-
uation of the entire defense industrial base
and its interconnected supply chain. Finally,
the starkly negative returns for firms in low-
budget and emerging economies support the
notion of a macroeconomic “crowding-out”
effect, where investors price in the systemic risk
of fiscal instability, outweighing any potential
for new contracts (Solarin and Sahu, 2015;
Karaki and Safieddine, 2023). This indicates a
sophisticated market mechanism that assesses
not just the opportunity for new revenue but,
more importantly, the sovereign fiscal capacity
to sustainably fund a military buildup.

6 CONCLUSION

This study sought to dissect the capital market
reaction of the global defense and aerospace
(D&A) sector to the 2022 Russia-Ukraine war,
moving beyond aggregate analysis to investi-
gate the firm- and country-level determinants of
what we find to be a profoundly heterogeneous
response. The primary objective was to test
whether returns were systematically moderated
by a firm’s geopolitical alignment, national
economic status, fiscal capacity for defense
spending, and market leadership.

Our empirical results first confirm a statisti-
cally significant and sustained positive abnor-
mal return for the global D&A sector as a
whole, validating the “war stocks” hypothesis
(H1). However, this aggregate effect masks
critical cross-sectional divergences that consti-

tute the core of our findings. We find that
a firm’s market reaction was overwhelmingly
dictated by its country of domicile. Firms in
G7 nations (H4), developed economies (H3),
and European countries (H2) particularly those
domiciled in nations with high pre-existing
defense budgets experienced significantly larger
and more persistent positive abnormal returns
than their counterparts. Conversely, the hy-
pothesis of a firm-level “flight to quality” (H5)
was not supported; the performance difference
between the top 100 industry leaders and
smaller firms was statistically insignificant. This
suggests that investors priced in a systemic,
sector-wide revaluation of the entire defense
ecosystem rather than concentrating value in
market leaders.
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The interpretation of these results reveals
a sophisticated market mechanism. The out-
performance of firms in G7 and high-budget
nations reflects a “geopolitical premium,” where
investors favored firms in countries perceived
to have both the political will and, crucially,
the fiscal capacity to fund a sustained increase
in military expenditure. The starkly negative
returns for firms in low-budget and non-aligned
emerging markets indicate that investors priced
in a severe macroeconomic “crowding-out” ef-
fect, where the systemic risks of fiscal instability
outweighed any potential for new contracts.
The lack of a firm-size effect suggests the market
rationally priced in the deep interdependencies
of the defense industrial base, anticipating that
a surge in prime contractor demand would
inevitably flow through the entire supply chain.

Theoretically, these findings make several
contributions to the literature on geopolitical
risk. First, they critically refine the “proxim-
ity penalty” concept (Grinius and Baležentis,
2025), demonstrating that for a strategically
aligned sector like defense, geographic proxim-
ity to a conflict can transform into a power-
ful “proximity premium.” Second, our results
challenge the simple application of a “flight
to quality” heuristic at the firm level, showing
that during a systemic geopolitical shock, the
market’s focus shifts to country-level credibility.

From a practical standpoint, the implications
are clear. For investors, our findings underscore
that in this sector, a nation’s geopolitical and
macroeconomic attributes can be more potent
drivers of returns than traditional firm-specific
metrics. For policymakers, the market’s adverse
reaction in fiscally constrained nations serves as
a powerful signal about the perceived risks of
unfunded defense mandates.

This study’s limitations present clear avenues
for future research. Our analysis is centered
on a single, albeit momentous, geopolitical
event, and future work should test whether
these fiscal and geopolitical mechanisms hold
across different types of conflicts. Furthermore,
our cross-sectional variables are country-level
proxies; future research could employ granular,
firm-level data on government contracts and
supply chain dependencies to more directly test
the ecosystem revaluation hypothesis.

In conclusion, this research demonstrates
that the market’s reaction to the Ukraine
war was not merely a flight to “war stocks,”
but a sophisticated and rapid pricing of a
new geopolitical reality. In this new paradigm,
investors look beyond a firm’s balance sheet to
that of its sovereign domicile, where a nation’s
strategic alignment and, critically, its fiscal
capacity to act, are the ultimate determinants
of value.
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ABSTRACT

This study examines the effects of consumer price index (CPI) and regional minimum wage
policy on firms’ sustainable growth from both economic and social perspectives. Using a balanced
panel of 146 agricultural and manufacturing firms in Vietnam over 2011–2022 (1,752 firm-year
observations), the analysis employs panel data regression models to estimate both linear and
nonlinear effects. The results reveal clear evidence of inverted U-shaped relationships between CPI
and the economic aspect of firm sustainable growth, indicating that moderate inflation promotes
growth while excessive inflation constrains it. For the social aspect—measured by employees’
income growth, minimum wage policy show positive effects within certain thresholds, but the
effects weaken beyond those levels. To ensure robustness, the system GMM approach is applied,
and the results remain consistent. Overall, the findings provide firm-level evidence on how inflation
and wage policies influence sustainable growth and offer implications for balanced policy design
in emerging markets.
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1 INTRODUCTION

In recent decades, the concept of firm sustain-
able growth has been conceptualized through
three pillars: economic, social, and environ-
mental development (Wang et al., 2022). The
economic pillar emphasizes efficiency, com-

petitiveness, and profitability; the social pil-
lar highlights employee well-being, fair labor
practices; and the environmental pillar focuses
on lowering resource and energy intensity,
reducing emissions and waste, and meeting
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environmental standards. Yet prior research
has mainly concentrated on the economic and
environmental dimensions (Baumgartner and
Ebner, 2010; Carroll, 2016), with limited atten-
tion to how firms strategically align economic
and social objectives (Golicic et al., 2020). This
study addresses this gap by examining firm
sustainable growth through both the economic
and social pillars, whereby the economic pillar
is measured by a firm’s ability to finance growth
internally through retained earnings, commonly
captured by the sustainable growth rate pro-
posed by Higgins (1977), and the social pillar
is measured by improvements in employees’
income.

Early academic research has acknowledged
that firm sustainable growth is shaped by
both internal and external forces. However,
the majority of prior studies have concentrated
predominantly on internal determinants such as
capital structure, dividend policy, profitability,
asset efficiency, liquidity, firm size, and firm age
(Burger et al., 2017; Canarella and Miller, 2018;
Hartono and Utami, 2016; Lim and Rokhim,
2021). In contrast, the influence of external fac-
tors, such as inflation measured by the CPI, on
firms’ economic sustainable growth remains rel-
atively underexplored. Notably, whether such
factors support or constrain firm sustainable
growth continues to be a subject of debate.
Several scholars argue that the effect of these
conditions may be positive, negative, or neutral,
depending on whether a certain threshold is
crossed (Blakley and Sti, 1989; Khan and
Senhadji, 2001; Danladi, 2013). This motivates
the present study to investigate the nonlinear
impacts of inflation on firm sustainable growth
and to identify the critical turning points where
its effects change direction.

In addition to inflation, minimum wage policy
is another external determinant of sustainabil-
ity. According to the minimum wage theory,
when governments set official minimum wage
levels, firms are required to raise the pay of
low-paid employees, with effects often spreading
to groups earning slightly above the minimum.
Minimum wage policy, therefore, represents
an important external factor shaping employee
welfare. Yet empirical evidence remains mixed,

suggesting that the impact of wage policy is
not linear but depends on the scale of the
increase. When increases are moderate, firms
often manage the higher labor costs by raising
pay for low-paid and near-minimum employees,
thereby improving overall income distribution
(Autor et al., 2016; Cengiz et al., 2019).
However, once the minimum wage is raised
beyond a critical threshold, firms respond in less
favorable ways: cutting bonuses, allowances,
or non-wage benefits (Harasztosi and Lindner,
2019), restructuring internal wage structures,
particularly in financially constrained firms
(Arabzadeh et al., 2024), or reducing invest-
ments in training and welfare programs (Doh et
al., 2025). Drawing on these mixed findings, the
present study investigates whether a threshold
effect of minimum wage policy exists in deter-
mining firms’ wage growth rate.

Based on the arguments above, this research
addresses the gap in understanding the balance
between the economic and social dimensions
of sustainability by focusing on Vietnam—a
rapidly developing economy where firms face
increasing pressure to achieve both financial
performance and social accountability. The
agriculture and manufacturing sectors were
selected due to their significant contributions
to Vietnam’s GDP and employment, as well
as their labor-intensive nature, which makes
them particularly relevant for examining social
sustainability practices. Moreover, given the
availability of data in Vietnam, addressing sus-
tainability challenges in these sectors requires
a comprehensive approach that accounts for
the interconnected dimensions of sustainable
growth. This study emphasizes the economic
and social aspects, highlighting a component
that is often overlooked in sustainability perfor-
mance measurement frameworks and corporate
reporting. Social sustainability, in particular, is
a critical area of focus in many ongoing national
and international initiatives related to sustain-
able development and corporate responsibility.
By investigating how firms in these key sectors
navigate the dual priorities of economic growth
and social responsibility, the study contributes
to a more nuanced understanding of sustainable
growth in the Vietnamese context.
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Specifically, this study tests and quantifies
the effects of inflation and minimum wage
policy on firms’ sustainable growth using a
panel dataset of 146 firms over 2011–2022 (1,752
firm-year observations). It addresses two main
questions: (1) to what extent do inflation and

minimum wage policy affect the economic and
social dimensions of firm sustainable growth?
and (2) do these effects exhibit threshold
behavior, indicating a nonlinear inverted U-
shaped relationship?

2 LITERATURE REVIEW AND
HYPOTHESES DEVELOPMENT

2.1 The Overview of Sustainable
Growth and Measurement

The term sustainable growth is widely used in
both academic and business contexts, though
its definition varies across studies (Barney et al.,
2010). Literature shows uncertainty on whether
it is a two, three-dimensional, or synonymous
construct. As noted by Callens and Tyteca
(1999) and Barney et al. (2010), it is complex
and difficult to measure directly, so scholars
have developed indirect indicators (Husgafvel et
al., 2015). Economic aspects are often measured
by financial ratios such as profitability, market
share, turnover, and risk; social aspects by
employment, salary, training, and health and
safety; and environmental aspects by natural
resource use, waste, and pollution.

Firm-level sustainability growth provides
multidimensional insights that enhance per-
formance management and decision-making,
supporting long-term competitive advantage.
Sub-indices can combine qualitative and quan-
titative data, but measurement depends heavily
on data availability, which is limited in many
developing countries (den Hond et al., 2007).
Environmental dimensions are more commonly
studied (Montiel and Delgado-Ceballos, 2014).
However, little attention has been paid to the
social aspect of sustainable growth, as it is diffi-
cult to quantify and therefore often overlooked
when developing sustainability metrics based on
numerical evaluation methods.

Based on all the arguments above, and
available data in Vietnam, tackling sustainable
growth challenges in the process agriculture
and manufacturing industry necessitates a
holistic approach that considers interconnected

dimensions and elements of sustainable growth.
Moreover, socially sustainable growth is a key
focus area in many ongoing initiatives related
to sustainability and responsibility. Hence, our
paper concentrates on the economic and social
aspects.

2.2 Inflation, Wage Policy and
Firm Sustainable Growth

Inflation and Firm Sustainable Growth
(Economic Aspect)
While previous literature primarily emphasizes
the impact of internal factors, there remain gaps
in existing research concerning firm sustainable
growth and external factors. In addition to in-
ternal factors, an increasing amount of emerging
literature highlights the significance of external
factors such as the institutional environment
and socio-economic aspects. These factors are
relevant because the dynamics of a sector,
country, city, or region can vary and influence
firm growth and performance (Abaidoo and
Agyapong, 2023; Anarfi et al., 2016; Fadahunsi,
2012; Gupta et al., 2013; Ramli et al., 2022; Vaz,
2021).

Macroeconomic theory emphasizes that infla-
tion, often captured by CPI, has profound im-
plications for firm performance. Inflation affects
profitability through its impact on purchasing
power, sales volume, production costs, and bor-
rowing rates, thereby influencing firms’ capacity
to allocate resources efficiently (Boyd et al.,
2001). Egbunike and Okerekeoti (2018) further
find that inflation significantly alters firm finan-
cial performance, which is central to sustaining
growth trajectories. Tarkom and Ujah (2023)
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show that macroeconomic indicators, including
CPI, indirectly shape firm strategies and op-
erations, with inflation introducing uncertainty
that weakens investment decisions. However,
existing studies largely employ national-level in-
dicators, overlooking local variations in inflation
across provinces or regions (Aginta and Someya,
2022). Moreover, most research focuses on the
effects of macroeconomic factors on firm growth
or performance, with little attention given to
the CPI and firm sustainable growth. This
highlights a significant gap in the literature, as
understanding the role of CPI is essential for
assessing the economic foundations of long-term
sustainability (Doane and MacGillivray, 2001).

Minimum Wage Policy and Employee Income
(Social Aspect)
The social dimension of sustainable growth
emphasizes how firms promote employee wel-
fare, human rights, and fair compensation.
Enhancing human capital through retraining,
retention, and employee satisfaction has been
identified as a central social objective that
supports long-term survival and job creation
(Maletič et al., 2015). Protecting workers’
rights, ensuring fair wages, and providing ad-
equate benefits such as insurance are also
increasingly regarded as essential to socially
sustainable business practices (Campbell, 2007;
Matten and Moon, 2008). Employee satisfaction
and income growth are therefore directly linked
to firms’ social responsibilities, since they reflect
both fair treatment of employees and redistri-
bution of economic gains within organizations.
Accordingly, this study adopts employee income
growth as the primary indicator for measuring
the social aspect of sustainable growth.

Beyond internal firm practices, external
macroeconomic factors also play a critical role
in shaping employee income, with minimum
wage policy standing out as a central de-
terminant. Kidanu (2010) and Fatula (2018)
emphasize that minimum wage regulation, over-
all price levels, and GDP composition are
strongly associated with employees’ earnings.
From an institutional perspective, Kaufman
(2010) identifies four justifications for minimum
wage legislation: establishing a wage floor to

correct unequal bargaining power, stabilizing
labor markets and employment, fostering long-
term efficiency, and addressing externalities and
social costs. Building on this, recent studies
argue that under certain conditions, minimum
wage increases may also promote broader corpo-
rate social sustainability (Ni and Kurita, 2020;
Zhang et al., 2024).

Evidence from Vietnam provides further
support for these findings. ILO (2024) finds
that minimum wage hikes significantly raise the
earnings of low-wage workers, with estimates
suggesting that a 1% increase in the minimum
wage results in a 0.83% increase in monthly
wages for this group. However, they also note
that the positive effect on overall wages has
weakened over time, and excessive increases
may generate risks for employment and labor
market participation. Similarly, Dung (2017)
shows that wage increases are transmitted to
workers’ income in micro, small, and medium
enterprises, but the effect is not uniform; while
many firms raise wages, smaller enterprises
face disproportionate adjustment costs, limiting
their ability to fully translate higher statutory
wages into increased employee income. By
contrast, Nguyen (2025), using a large labor
force dataset, finds no significant impact of
minimum wage increases on average wages or
employment outcomes, though working hours
decline slightly. This inconsistency across stud-
ies highlights the heterogeneity of minimum
wage effects and suggests the possibility of
threshold conditions under which the policy’s
impact on employee income growth changes
direction.

Overall, the evidence shows that minimum
wage policies play a crucial role in promoting
socially sustainable growth through employee
income growth. At the same time, results
vary across sectors and regions, suggesting the
possibility of a threshold effect: changes in
minimum wage policy may initially increase the
rate of wage growth within firms, but once
increases exceed firms’ financial capacity, the
effect can weaken or even reverse.

Given the preceding discussion, this study
aims to investigate how inflation and minimum
wage policy influence the sustainable growth of
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firms. It integrates and expands upon existing
research in the following areas.

First, previous research has given minimal
attention to the social aspect of sustainable
growth. Scholars have pointed out that mea-
suring the social aspect of sustainable growth
is quite complex, as it varies and differs across
countries. Therefore, it is difficult to have a
measurement that can be universally applied to
all countries. To enrich the literature and based
on the practical aspects of the Vietnamese
market, in addition to the economic aspect
of sustainability, this study aims to provide
further development of the social aspect of
sustainable growth by using the employees’
income growth at the firm level. In other words,
two combinations of dimensions of sustainable
growth have been used in our study, with their
various specific aspects that have not been
explored in prior research.

Second, the relationship between sustain-
able growth and firm characteristics is well-
understood and aids firms in making long-term
strategic decisions. However, the exploration of
firm sustainable growth in relation to external
factors (inflation and minimum wage policy)
is relatively recent, indicating a gap in the
current literature. It is also believed that
inflation and minimum wage policy impact-
ing firm sustainable growth indeed operate at
multiple levels, including both national and
provincial levels. These factors’ impact varies
across different geographical locations (Callens
and Tyteca, 1999). Additionally, there is a
limited understanding of how firm sustainable
growth relates to local environments within a
home country’s subnational settings. To address
this gap and enhance the literature, this study

aims to consider inflation and minimum wage
policy at the local and national levels, which can
usually simultaneously affect firm sustainable
growth.

Third, international scholars have indicated
that the impact of factors on sustainable
development depends on specific circumstances,
which can have either negative or positive ef-
fects. This implies that the relationship between
variables is not always linear. For example,
Higgins (1981) suggests that, in certain situ-
ations, the real sustainable growth rate may
inversely vary with inflation. This has led us to
propose that the relationship between inflation,
minimum wage policy, and firm sustainable
growth might depend on a specific threshold.
Currently, there is little empirical evidence
of a curvilinear relationship between inflation,
minimum wage policy, and firm sustainable
growth. Therefore, this study examines the
effect of CPI and regional minimum wage policy
on sustainable growth using both linear and
nonlinear regression to explore this relationship
in greater detail.

Overall, based on the above discussions, we
propose the following hypothesis:

H1: There is a relationship between CPI and
firm sustainable growth (economic aspect).

H2: There is an existence of threshold effects
in the relationship between CPI and firm
sustainable growth (economic aspect).

H3: There is a relationship between CPI,
regional minimum wage policy and firm sustain-
able growth (social aspect).

H4: There is the existence of threshold effects
in the relationship between regional minimum
wage policy and firm sustainable growth (social
aspect).

3 METHODOLOGY AND DATA

3.1 Sample Selection

This study analyzes data from listed firms of
agriculture and manufacturing industries on
both the HoChiMinh Stock Exchange (HOSE)
and Hanoi Stock Exchange (HNX) between
2011 and 2022. This study focuses on agricul-

tural and manufacturing firms, which represent
two key sectors in Vietnam. These industries
contribute substantially to GDP and employ-
ment and are highly labor-intensive, making
them suitable for examining the social dimen-
sion of sustainable growth (Gray and Jones,
2022). In addition, they are among the sec-
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tors most directly affected by macroeconomic
policies such as inflation and regional minimum
wage regulations, since labor and input costs
account for a large share of their expenses. They
also play a crucial role in Vietnam’s global value
chains, particularly in exports of agricultural
products and manufactured goods, which un-
derscores the practical relevance of studying
their sustainable growth. Furthermore, data
availability for these industries is relatively
reliable compared to other sectors, allowing for
consistent empirical analysis. The final sample
consists of 146 firms in 12 years with 1752
observations.

Data related to internal factors (firm char-
acteristics) and firm sustainable growth were
manually collected from financial statements
and annual reports available on the HOSE
and HNX websites, along with data from the
FIINGROUP Vietnam source. Data on external
factors, including the CPI and regional mini-
mum wage policy, were sourced from the annual
Provincial Competitiveness Index report and
the Vietnam Statistical Yearbook published by
the General Statistics Office.

3.2 Research Models
3.2.1 Variables and

Theoretical Justification

The theoretical foundations underlying the
main variables—CPI and minimum wage
policy—have been discussed in the literature
review, drawing on the macroeconomic theory,
the institutional perspective, and minimum
wage theory. Accordingly, this section focuses
on the theoretical justification and measure-
ment of the control variables included in the
model. These control variables are incorporated
to account for firm-specific characteristics that
may influence sustainable growth, ensuring that
the estimated effects of the main variables are
more robust and reliable.

Firm characteristics are important deter-
minants of sustainable growth, and several
theoretical foundations have been employed
by scholars to explain this relationship. The
Resource-Based View highlights firm age, size,
liquidity, cash flow, and profitability as key re-

sources for long-term competitiveness (Barney,
1991; Vaz, 2021). The Pecking Order Theory
shows that leverage and liquidity influence
financing choices, with stronger internal cash
flows reducing reliance on debt (Ibrahimov
et al., 2025; Ramli et al., 2022). The Slack
Resources Theory suggests that profitability
provides discretionary resources for sustainable
strategies, consistent with evidence linking prof-
itability and sustainability outcomes (Ibrahi-
mov et al., 2025; Waddock and Graves, 1997).
Empirical research further confirms that these
firm-level factors significantly affect differences
in sustainable growth across firms and contexts
(Abaidoo and Agyapong, 2023; Fadahunsi,
2012). In line with these theories and previous
studies, firm characteristics are included in our
analysis as control variables, as specified in
Model 1 and Model 2.

Since sustainable growth indicators are de-
rived from audited financial statements, audit
quality plays a crucial role in their reliability.
Agency theory (Jensen and Meckling, 1976)
views auditing as a monitoring tool that re-
duces information asymmetry and constrains
opportunism, while signaling theory suggests
that engaging high-quality auditors, such as
Big4, sends a credible signal of transparency
and accountability. Together, these perspec-
tives imply that audit quality enhances the
credibility of financial information and signals
a firm’s commitment to ESG compliance and
sustainable growth.

According to social embeddedness theory
(Granovetter, 1985), firms’ economic behavior
is shaped by the social context and community
norms in which they are embedded. Hence,
when local average income levels are high,
societal and employee expectations for wages
are also elevated, pushing firms to adjust com-
pensation policies to attract and retain talent
(Jardim et al., 2024). Conversely, in regions
with lower income levels, social pressure and
labor market competition are weaker, allowing
firms to offer lower wages. This perspective
suggests that local average income can influence
firm-level wage growth and thereby affect the
social dimension of sustainable growth.
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3.2.2 Measure of Firm Sustainable Growth

Economic Aspects
We follow the convention in the sustainable
growth rate model developed by Higgins (1977),
Wang et al. (2023) to define sustainable growth
of firms using their own funds without external
financing, as follows:

ESGRi,t =
pi,t(1− di,t)(1 + Li,t)

ti,t − pi,t(1− di,t)(1 + Li,t)
,

where:

• ESGRi,t is economic of sustainable growth
rate of firm i in year t;

• Pi,t is profit margin of firm i in year t;

• di,t are dividends divided by profits of firm
i in year t (dividend payout ratio);

• Li,t is debt to equity ratio of firm i in year t;

• Ti,t is measured by total assets to sales of
firm i in year t.

Social Aspects
In Vietnam, listed firms must publish annual
reports that include a Social-Governance sec-
tion covering labor policies such as wages,
bonuses, insurance, and training. Since social
insurance contributions are standardized and
based on wages, the wage system serves as the
most reliable quantitative indicator of employee
benefits. A sustainable company must ensure
good employee policies and retention; there-
fore, following Maletič et al. (2015) and data
availability, this study uses the firm’s annual
salary growth rate to measure social sustainable
growth (SSGR), consistent with DeLuca and
Van Zandweghe (2023) and Kelle (2016), as
follows:

SSGRi,t =
ASFi,t − ASFi,t−1

ASFi,t−1
· 100,

where ASFi,t is average salary of firm.

3.2.3 Measure of Consumer Price Index,
Regional Minimum Wage Policy

Consumer Price Index
In Vietnam, the calculation of the Consumer
Price Index (CPI) involves the General Statis-
tics Office (GSO) selecting a range of com-
monly consumed goods and services, collec-
tively known as a “basket.” This basket, rep-
resenting typical consumption patterns, is used
to collect monthly price data. The GSO assigns
specific weights to these items to compute the
CPI at provincial, regional, and national levels.
The annual CPI growth data at the provincial
level, provided by the GSO, have been utilized
in our study.

Regional Minimum Wage Policy
The regional minimum wage policy in Vietnam
is a government-mandated regulation that sets
the minimum wage levels that employers must
pay their employees, depending on the geo-
graphic region where the employees work. These
regions are classified into four categories, often
referred to as Region 1, Region 2, Region 3, and
Region 4, based on the cost of living, economic
development, and industrial concentration. The
wage levels are determined annually by the
government, based on recommendations from
the National Wage Council, which considers
factors like inflation, economic growth, and the
living standards of workers.

This study uses the regional minimum wage
growth rate as a measure. It is calculated as

RMWc − RMWp

RMWp
,

where RMWc is regional minimum wage in the
current period and RMWp is regional minimum
wage in the previous period.

3.2.4 Research Models
Based on the theoretical framework and prior
studies, this study proposes a model examining
the effects of local CPI and minimum wage
policy on firms’ sustainable growth. Following
Higgins (1981)’s argument, we propose that a
potential non-linear relationship between CPI



Nonlinear Effects of Inflation and Wage Policy on Firm Sustainable Growth in Vietnam 257

Tab. 1: Variable definition

Variable Measurement
ESGRi,t The sustainable growth rate of in i in year t (economic aspect)
SSGRi,t The sustainable growth rate of in i in year t (social aspect) − annual salary growth rate

of firm i in year t

Agei,t Logarithm of age of firm i in year t

AEi,t Asset efficiency of firm i in year t, measured by sales/total assets
CFOi,t Cash flow of firm i in year t

Firmsizei,t Logarithm of total assets of firm i in year t

Liqi,t The value of current assets of firm i divided by current liabilities in year t

Levi,t Total liabilities to total assets of firm i in year t

ROAi,t Return on total assets of firm i in year t

GRLabouri,t Growth rate of number labour of firm i in year t

dumESGRi,t Dummy variable, equals 1 if firm sustainable growth (economics aspect) in year t is
positive, and zero otherwise

Big4i,t A proxy for audit quality, equals one if the firm’s auditor is one of the Big4 in year t,
and zero otherwise

CPIi,t Consumer Price Index growth by province for firm i in year t

CPI2i,t Squared term of CPI by province for firm i in year t

Regiminii,t Regional minimum wage growth rate for the region of firm i in year t

Regimini2i,t Squared term of regional minimum wage of firm i in year t

Localincomei,t Local average income by province in which firm located (thousand VND)

and sustainable growth may exist; the impact—
whether positive or negative—depends on cer-
tain thresholds. Therefore, Model 1 includes
CPI2 to capture this non-linearity.

Model 1
ESGRi,t = α0 + α1 Agei,t +

+ α2 AEi,t + α3 CFOi,t +

+ α4 Firmsizei,t + α5 Liqi,t +

+ α6 Levi,t + α7 ROAi,t +

+ α8 GRLabouri,t +
+ α9 Big4i,t +
+ α10 CPIi,t + α11 CPI2i,t +
+ α12 Localincomei,t + ϵi,t

(1)

According to Callens and Tyteca (1999),
the measurement perspectives of sustainable
growth are not independent but are related to
each other. For example, the employment rate
might be reduced from a business standpoint—
due to cost-saving measures—but it should be
maximized from a social perspective. Hence, the
dummy variable related to the economic aspects
of sustainable growth was added to Model 2 to

control for the relationship between these two
aspects. Moreover, based on the argument in
the previous section, minimum wage policy is
one of the macroeconomic policies that might
impact the social aspect of firm sustainable
growth (Zhang et al., 2024; Ni and Kurita,
2020). Therefore, in addition to the variables
in Model 1, the variable for regional minimum
wage policy has been included in Model 2 with
both linear and quadratic terms.

Model 2
SSGRi,t = α0 + α1 Agei,t +

+ α2 AEi,t + α3 CFOi,t +

+ α4 Firmsizei,t + α5 Liqi,t +

+ α6 Levi,t + α7 ROAi,t +

+ α8 GRLabouri,t +
+ α9 Big4i,t +
+ α10 dumESGRi,t +

+ α11 CPIi,t +
+ α12 Regiminii,t +
+ α13 Regimini2i,t +
+ α14 Localincomei,t + ϵi,t

(2)
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4 RESULTS AND DISCUSSION

4.1 Descriptive Statistics

Tab. 2 describes descriptive statistics of vari-
ables in the two models. The average expected
rate of economic sustainable growth is approxi-
mately 0.1156. There is considerable variability
in ESGR, as indicated by the standard de-
viation of 0.2227, with ESGR values ranging
from a minimum of −2.7041 to a maximum
of 3.4654, showing that some firms experience
significant declines or growth. Moreover, the
average sustainable growth rate (annual salary
growth rate) is approximately 8.51%, and SSGR
values range from −0.55 to 1.89, suggesting
that while some firms are experiencing negative
annual salary growth, others are growing at a
rate of up to 189%. By comparison, the average
regional minimum growth wage rate is about
14.25% and ranges from 0 to 68.67%, showing a
wide range of minimum wage levels across dif-
ferent regions. The average CPI is 4.7% which
has a standard deviation of 4.3%, indicating low
variability in CPI across the sample.

Correlation Matrix for the Variables
Overall, ESGR, SSGR are positively correlated
with variables CPI, Regimini. Moreover, ESGR

and SSGR exhibit positive correlations with
firm characteristics such as ROA, GRLabour,
and asset efficiency. As anticipated by our
theoretical framework, firms with strong per-
formance tend to show a higher potential for
sustainable growth. All correlation coefficients
are less than 0.8 or greater than −0.8, indicating
that multicollinearity is not a concern in the
research models.

Variance Inflation Factors (VIF)
It is believed that the model includes both
linear terms and the quadratic regression,
which exacerbate higher VIF values. Hence,
in order to reduce VIF, we use centering the
squared terms of CPI and Regimini to miti-
gate multicollinearity and enhance the stability
and reliability of the regression coefficients.
In line with the approaches of Kyriazos and
Poga (2023) and Iacobucci et al. (2016), we
applied this technique to center CPI (becoming
C.CPI and C.CPI2) and Regimini (becoming
C.Regimini and C.Regimini2). Consequently,
the VIF values are below 10 (Hair et al.,
2009). Thus, our model is not affected by
multicollinearity issues and yields the same
results.

Tab. 2: Descriptive statistics

Variable Obs Mean Std. Dev. Min Max
ESGR 1,752 0.11560 0.22270 −2.7041 3.4654
SSGR 1,752 0.08500 0.15320 −0.5500 1.8900
Age 1,752 1.36540 0.22330 0.6021 1.8325
AE 1,752 1.31210 0.89110 0.0004 8.7488
CFO 1,752 9.02500e+07 3.81000e+08 −2.9200e+09 5.1800e+09
Firmsize 1,752 8.83350 0.62067 7.2652 10.7240
Liq 1,752 2.36350 3.23290 0.1500 52.2600
Lev 1,752 130.90100 365.14430 0.2700 14,025.8000
ROA 1,752 0.07000 0.07960 −0.3642 0.7219
GRLabour 1,752 0.00340 0.20030 −0.8200 2.2000
Big4 1,752 0.25390 0.43540 0.0000 1.0000
CPI 1,752 0.04700 0.04300 0.0051 0.1863
Regimini 1,752 0.14255 0.13989 0.0000 0.6867
Localincome 1,752 5,023.93000 1,905.52500 1,114.0000 10,401.0000
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Tab. 3: Pairwise correlations
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All values of the collinearity Diagnostics, as
shown in Tab. 4, have VIF less than 10, the
conclusion is that multicollinearity is not a
significant concern in the research models.

Tab. 4: Collinearity Diagnostics (Mean VIF = 2.56)

Variable VIF SQRT VIF Tolerance
Age 1.14 1.07 0.8764
AE 1.24 1.11 0.8096
CFO 1.15 1.07 0.8720
Firmsize 1.62 1.27 0.6162
Liq 1.16 1.08 0.8632
Lev 1.08 1.04 0.9280
ROA 1.20 1.09 0.8358
GRLabour 1.04 1.02 0.9578
Big4 1.32 1.15 0.7549
C.CPI 8.82 2.97 0.1133
C.CPI2 5.90 2.43 0.1694
C.Regimini 5.52 2.35 0.1810
C.Regimini2 3.27 1.81 0.3059
Localincome 1.40 1.18 0.7146

Regression Results
This section will interpret the analysis of
the selected model following the application
of the Hausman test and the Breusch-Pagan
Lagrangian test. Our study presents the chosen
model after conducting all necessary tests. Fur-
thermore, outliers present significant method-
ological challenges in empirical research, as even
a few can distort research findings (Cousineau
and Chartier, 2010). To address the outliers
problem, we employed deletion as a handling
technique. We recalculated the results for all
models after excluding outliers using DFFITS,
a metric that identifies prediction outliers in
regression analysis.

For robustness checks, we conducted ad-
ditional analyses using alternative regression
methods. First, the sample was divided into two
industry groups: agriculture and manufactur-
ing. Second, to test for differences between firms
with positive and negative sustainable growth,
the sample was further split accordingly.

Tab. 5 illustrates the results of a regression
analysis. We consistently observe that C.CPI
positively influences firm sustainable growth
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Tab. 5: Regression results of Model 1

ESGR Positive ESGR Negative ESGR

Variable Fixed-effects (within) regression:
robust standard errors

Fixed-effects (within) regression:
robust standard errors

POLS:
robust standard errors

Age −0.0165 −0.0156 0.0189
(0.0439) (0.0473) (0.0212)

AE 0.0140** 0.0162** −0.0223***
(0.0066) (0.0068) (0.0079)

CFO −0.0000 −0.0000 −0.0000
(0.0000) (0.0000) (0.0000)

Firmsize 0.0043 −0.0006 0.0220**
(0.0167) (0.0152) (0.0090)

Liq −0.0022 −0.0015 −0.0002
(0.0014) (0.0011) (0.0010)

Lev 0.0000 0.0002*** −0.0002***
(0.0000) (0.0000) (0.0000)

ROA 1.9654*** 1.8878*** 0.8459***
(0.0717) (0.0813) (0.1141)

GRLabour −0.0145 −0.0166* −0.0554
(0.0103) (0.0092) (0.0344)

Big4 0.0020 −0.0060 −0.0067
(0.0129) (0.0112) (0.0128)

C.CPI 0.6804*** 0.6953*** 0.6510**
(0.1565) (0.1607) (0.2628)

C.CPI2 −3.6649*** −4.2552*** −3.6115*
(1.1432) (1.1423) (2.1015)

Localincome −0.0000 −0.0000 0.0000**
(0.0000) (0.0000) (0.0000)

cons −0.0408 −0.0056 −0.2280***
(0.1451) (0.1235) (0.0874)

N 1684 1452 240
adj. R2 0.6000 0.5600 0.6330
P 0.0000 0.0000 0.0000
Breusch and Pagan
Lagrangian test 0.0000 0.0000 0.1592

Hausman (Prob) 0.0000 0.0000
Test for
heteroskedasticity 0.0000 0.0000 0.0000

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; C.CPI = value of centered CPI; C.CPI2 = value of centered CPI2.

at the 1% significance level across all models.
This implies that higher CPI levels significantly
boost firm economic sustainable growth in
all cases. Firm growth is reliant on the cost
of external financing, which is affected by
the economic effectiveness. Interestingly, the
coefficient for C.CPI2 is significantly negative
in all models, indicating a significant nonlinear
(inverse U-shaped) relationship. Hence, H1 is
supported.

The inverse U-shaped approach is employed
to assess the nonlinear relationship between
CPI and ESGR, focusing on the turning point
and boundary slopes within the observed range
(Tab. 6 and Fig. 1).

Tab. 6 and Fig. 1 (Model 1) reveal a statisti-
cally significant reversed U-shaped relationship
between CPI and ESGR. The estimated turning
point occurs at CPI = 0.1398 (90% Fieller CI:
0.1216–0.1818), with the overall test confirming
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Fig. 1: Marginal and predicted effects of CPI on ESGR (Model 1)

nonlinearity at the 5% significance level. ESGR
initially increases with CPI, reaches a peak
around the turning point, and subsequently
declines, supporting the presence of an inverse
U-shaped association, providing support for H2.

Tab. 6: Nonlinear reversed U shapes for Model 1: CPI

Statistic Value
Slope at lower bound 0.6428***
Slope at upper bound −0.6851*
Test Value
Overall test of reversed
U-shape (P -value) 0.0418

Turning point (CPI*) 0.1398
90% Fieller interval
for turning point [0.1216, 0.1818]

Notes: To ensure clarity and consistency in economic
interpretation, all reported values are transformed from
the centered CPI (C.CPI) to the original CPI scale;
* p < 0.10, ** p < 0.05, *** p < 0.01.

In the full model, the coefficient of CPI is
0.2737, statistically significant at the 0.1% level.
This indicates a strong positive relationship
between CPI and SSGR. Similarly, C.Regimini
exhibits a significant positive relationship with
a coefficient of 0.2311. Moreover, C.Regimini2
displays a significant negative quadratic effect,
suggesting an inverse U-shaped relationship
for Regimini. Consistent with the full model,
the model for firms with positive growth has
the same results, both CPI and Regimini
having stronger positive relationships, and the
quadratic term of Regimini showing a negative
effect. In contrast, in the model of negative
growth, the coefficient of these variables is
not statistically significant, suggesting that the
relationships between these variables and the
dependent variable are weak or negligible for
negative values.

Fig. 2: Marginal and predicted effects of Regimini on SSGR (Model 2)
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Tab. 7: Regression results of Model 2

SSGR Positive SSGR Negative SSGR

Variable Random-effects GLS regression:
robust standard errors

Random-effects GLS regression:
robust standard errors

POLS:
robust standard errors

Age 0.0111 0.0030 0.0176
(0.0170) (0.0133) (0.0219)

AE 0.0050* 0.0031 0.0043
(0.0030) (0.0029) (0.0057)

CFO −0.0000*** −0.0000*** 0.0000
(0.0000) (0.0000) (0.0000)

Firmsize −0.0003 −0.0033 −0.0165*
(0.0056) (0.0060) (0.0094)

Liq −0.0008 −0.0009 0.0027
(0.0008) (0.0007) (0.0023)

Lev 0.0000*** 0.0000 0.0000
(0.0000) (0.0000) (0.0001)

ROA 0.0711** −0.0119 −0.0222
(0.0353) (0.0364) (0.0731)

GRLabour 0.0946*** 0.0600*** 0.1310***
(0.0240) (0.0192) (0.0264)

Big4 0.0140** 0.0006 0.0300**
(0.0064) (0.0067) (0.0124)

dumESGR 0.0277*** 0.0257*** 0.0135
(0.0080) (0.0073) (0.0125)

CPI 0.2737*** 0.2666*** −0.1074
(0.0893) (0.0862) (0.2185)

C.Regimini 0.2311*** 0.1396*** −0.1178
(0.0424) (0.0390) (0.0731)

C.Regimini2 −0.5375*** −0.2168** 0.2625
(0.1149) (0.1094) (0.2577)

Localincome 0.0000 0.0000 0.0000*
(0.0000) (0.0000) (0.0000)

cons 0.0149 0.1052* −0.0313
(0.0514) (0.0551) (0.0945)

N 1653 1229 246
adj. R2 0.1549 0.1047 0.2088
P 0.0000 0.0000 0.0000
Breusch and Pagan
Lagrangian (Prob) 0.0030 0.0535 0.4238

Hausman (Prob) 0.1238 0.1788
Test for
heteroskedasticity 0.0000 0.0000 0.0128

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; C.Regimini = value of centered Regimini; C.Regimini2 = value of centered
Regimini2.

Overall, the results indicate significant linear
and quadratic relationships for the full model
and for only positive social sustainable growth
values. Therefore, H3 is supported only for firms
with positive sustainable growth.

Similarly, the nonlinear reversed U-shaped
association between Regimini and SSGR is
reported in Tab. 8 and illustrated in Fig. 2
(Model 2). The estimated turning point is
0.3374, with the 90% Fieller confidence interval
ranging from 0.2934 to 0.4035. The overall



Nonlinear Effects of Inflation and Wage Policy on Firm Sustainable Growth in Vietnam 263

test for the presence of a reversed U-shape is
statistically significant at the 1% level, confirm-
ing a nonlinear pattern. This result indicates
that as the regional minimum wage growth
rate (Regimini) increases, SSGR initially rises,
reaches its maximum at the turning point, and
subsequently declines. These findings provide
strong evidence supporting H4.

Tab. 8: Nonlinear reversed U shapes for Model 2: Regimini

Statistic Value
Slope at lower bound 0.2246***
Slope at upper bound −0.5668***
Test Value
Overall test of reversed
U-shape (P -value) 0.0002

Turning point (Regimini*) 0.3374
90% Fieller interval
for turning point [0.2934, 0.4035]

Notes: To ensure consistency with the interpretation in
the main text, all reported values are transformed from
the centered Regimini (C.Regimini) to the original
Regimini scale; * p < 0.10, ** p < 0.05, *** p < 0.01.

Robustness Check for Each Industry
In this section, we further perform additional
robustness assessments by dividing the sample
for each industry. Tab. 9 presents results for two
models examining the impact of CPI/Regimini
on firm sustainable growth, and the estimation
results remain quantitatively the same. Con-
sistent with the above findings, a nonlinear,
reversed U-shaped curve is identified between
CPI and ESGR, Regimini and ESGR.

Robustness Check for Endogeneity
The study further tests the robustness of
the results using the system GMM approach
to address endogeneity. This dynamic panel
method incorporates lagged dependent vari-
ables as regressors and instruments to control
for endogeneity.

Findings from GMM (as shown in Tab. 10)
are similar to the results above, indicating
the existence of a nonlinear inverted U-shaped
relationship between CPI and the economic
aspect of firm sustainable growth, and between
regional minimum wage growth rate and the
social aspect of firm sustainable growth.

5 CONCLUSIONS

5.1 Discussion of Findings

This study investigates the effects of local CPI
and minimum wage policy on firms’ sustainable
growth in both economic and social aspects,
using a sample of 146 agricultural and manufac-
turing firms with 1,752 observations from 2011–
2022. The economic aspect examines linear and
nonlinear relationships between local CPI and
ESGR, while the social aspect includes the
squared term of the regional minimum wage
policy to capture potential non-linear effects.

First, while most studies focus on the linear
impact of inflation on firm growth or perfor-
mance, our research contributes to the liter-
ature by exploring the nonlinear relationship
between the CPI measured at the local level,
a key inflation indicator, and the economic
sustainable growth of firms. Our findings align
with the concept of threshold effects noted

in the studies by Blakley and Sti (1989),
Khan and Senhadji (2001), Danladi (2013),
demonstrating a nonlinear, inverted U-shaped
relationship between CPI and firm sustainable
growth. The empirical results indicate that
CPI can positively influence firm growth up
to a certain threshold, beyond which higher
inflation tends to exert negative effects. This
nonlinear pattern may also help explain why
previous studies have not reached consensus on
the inflation–growth relationship.

Second, in this study, we define the social
aspect of sustainable growth as the extent
to which a firm promotes and improves the
quality of employees’ income growth. Con-
sistent with Kaufman (2010), Zhang et al.
(2024), Ni and Kurita (2020), Fatula (2018), our
study provides evidence to show the positive
impact of CPI and Minimum Wage Policy on
the social aspect of firm sustainable growth.
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Tab. 9: Regression results of Model 1 and Model 2 for each industry

Model 1: ESGR Model 2: SSGR
Variable Agriculture Manufacturing Agriculture Manufacturing
Age 0.0064 −0.0076 0.0303 0.0149

(0.1416) (0.0485) (0.0304) (0.0203)
AE −0.0194 0.0199*** −0.0014 0.0056

(0.0162) (0.0074) (0.0063) (0.0035)
CFO 0.0000 −0.0000 −0.0000 −0.0000***

(0.0000) (0.0000) (0.0000) (0.0000)
Firmsize 0.0308 −0.0123 −0.0009 0.0051

(0.0415) (0.0178) (0.0117) (0.0067)
Liq −0.0022 −0.0008 −0.0032 −0.0000

(0.0028) (0.0010) (0.0030) (0.0010)
Lev −0.0000 0.0001** 0.0000* 0.0000

(0.0001) (0.0000) (0.0000) (0.0000)
ROA 1.9249*** 1.9740*** 0.0996 0.0800*

(0.1429) (0.0765) (0.0628) (0.0475)
GRLabour −0.0406* −0.0161 0.1172*** 0.0814***

(0.0204) (0.0131) (0.0332) (0.0278)
Big4 0.0091 0.0030 0.0326*** 0.0085

(0.0323) (0.0127) (0.0120) (0.0073)
C.CPI 1.1378*** 0.5962***

(0.3238) (0.1729)
C.CPI2 −6.6039*** −2.9120**

(1.8106) (1.3053)
dumESGR 0.0118 0.0314***

(0.0147) (0.0082)
CPI 0.8403*** 0.1676*

(0.1719) (0.0970)
C.Regimini 0.1512* 0.2691***

(0.0774) (0.0450)
C.Regimini2 −0.4732** −0.6265***

(0.2230) (0.1228)
Localincome −0.0000 −0.0000 0.0000 0.0000

(0.0000) (0.0000) (0.0000) (0.0000)
cons −0.2849 0.0799 −0.0270 −0.0295

(0.3072) (0.1513) (0.1278) (0.0576)
N 401 1285 389 1337
adj. R2 0.6830 0.5790 0.2060 0.1201
P 0.0000 0.0000 0.0000 0.0000
Breusch and Pagan
Lagrangian test (Prob) 0.0003 0.0000 1.0000 0.0000

Hausman (Prob) 0.0000 0.0000 0.5613
Test for
heteroskedasticity (Prob) 0.0000 0.0000 0.6302 0.0000

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01
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Tab. 10: Dynamic Panel System GMM for Model 1 and Model 2

Variables Model 1 (ESGR) Variables Model 2 (SSGR)
L.ESGR 0.1879*** L.SSGR −0.0736**

(0.0085) (0.0356)
Age 0.0346 Age 0.0322

(0.0359) (0.0257)
AE −0.0029 AE 0.0061

(0.0106) (0.0085)
CFO 0.0000 CFO −0.0000*

(0.0000) (0.0000)
Firmsize −0.0440** Firmsize −0.0030

(0.0176) (0.0173)
Liq −0.0020 Liq −0.0016

(0.0017) (0.0016)
Lev 0.0001*** Lev −0.0000*

(0.0000) (0.0000)
ROA 1.9905*** ROA −0.1632

(0.1078) (0.2458)
GRLabour 0.0296 GRLabour 0.1043*

(0.0375) (0.0737)
Big4 0.0042 Big4 0.0256*

(0.0207) (0.0288)
dumESGR 0.0126*

(0.0336)
CPI 0.4776

(0.7945)
C.CPI 1.2699*** C.Regimini 0.3680**

(0.2660) (0.1628)
C.CPI2 −12.7542** C.Regimini2 −0.9037***

(6.2411) (0.2697)
Localincome 0.0000*** Localincome 0.0000*

(0.0000) (0.0000)
N 1460 N 1606
Arellano-Bond Test Arellano-Bond Test
Order 1 p-value 0.0000 Order 1 p-value 0.0000
Order 2 p-value 0.1670 Order 2 p-value 0.1090
Hansen Chi-Square 0.2930 Hansen Chi-Square 0.7360

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01

Specifically, for the minimum wage policy, this
positive effect is only observed within a certain
threshold. Beyond this threshold, the impact
reverses. However, this effect is only applicable
to firms with positive growth, as these policies
do not impact firms with negative growth.

5.2 Limitations and Further
Research

While our research has provided several valu-
able insights, it also has certain limitations.

Firstly, this study relies on the Higgins (1977)
models to represent sustainable growth from
a financial perspective and an annual salary
growth rate to represent for social aspect. It
does not address other dimensions, such as
quality and social factors considerations. Mea-
surement approaches related to labor training,
community engagement, or social responsibility
programs have not been studied due to limita-
tions in data availability from corporate disclo-
sures. Secondly, although our analysis identifies
nonlinear relationships and threshold effects
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for macroeconomic factors such as inflation
and minimum wage policy, these thresholds
are estimated from sample-specific data. They
may not be stable across time, sectors, or
broader datasets. Therefore, interpreting them
as indicative rather than prescriptive is im-
portant. Future research could adopt a more
comprehensive framework with richer indicators
of firm sustainable growth and explicitly test
the temporal stability and policy relevance of
threshold estimates.

5.3 Practical Implications

The findings reveal nonlinear inverted U-shaped
relationships between CPI and the economic
aspect of firm sustainable growth, and between
minimum wage policy and the social aspect.
These results offer several implications for firms
and policymakers in emerging markets:

First, CPI affects firm sustainable growth
not only at the national level but also at the
provincial level, highlighting the significant role
of local governments in shaping the business
environment. In countries such as Vietnam,
coordination between central and provincial

authorities is crucial for maintaining stability
and supporting sustainable development.

Second, while moderate inflation may sup-
port firm sustainable growth, excessive inflation
can undermine performance. This underscores
the importance of careful coordination of mon-
etary and fiscal policies, along with timely
information sharing across regions, to sustain
a stable business environment.

Third, reasonable adjustments in minimum
wages can positively affect employee welfare,
whereas overly rapid increases may impose
burdens on firms. Policymakers may there-
fore consider gradual adjustments and broader
consultation with businesses to balance social
protection with economic sustainability.

Finally, for listed firms in emerging
economies, inflation volatility remains a major
challenge. Rather than exerting uniformly posi-
tive or negative effects, inflation influences firms
differently at different levels. This highlights the
need for firms to strengthen resilience through
adaptive strategies, such as flexible pricing, effi-
cient resource allocation, and scenario planning,
particularly in environments where institutional
capacity to stabilize inflation is limited.
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